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Zusammenfassung

Diese Arbeit behandelt diskrete Waveletfunktionen, welche so konstruiert werden, dass sie vorgegebene
Muster andhern. Far den Entwurf von biorthogonalen Waveletbasen stellen wir einen Ansatz vor, welcher
das sogenannte Lifting Scheme verwendet. Dieses Schema stellt eine Parametrisierung aller biorthogona-
len Waveletbasen dar. Mithilfe dieses Schemas kann man die Waveletkonstruktion auf ein lineares Aus-
gleichsproblem zuirckfiihren. Die Berechnung der optimaletidung wird durch die spezielle Struktur des
Problems sehr effizient.

Jede verfeinerbare Funktion, welche perfekte Rekonstruierbarkeiigéiaint, kann als duale Genera-
torfunktion eingesetzt werden. Durch die Wahl der Generatorfunktion wird gleichzeitig die Glattheit der
zugeldrigen Waveletfunktion festgelegt. Weiter wird der Frage nachgegangen, wie man auch die Glattheit
der primalen Waveletfunktionen sicherstellen kann. Eine vielversprecheiidkchikeit besteht darin, die
diskrete Wavelettransformation leicht abzuwandeln. Marledo einen Spezialfall der Wavelettransfor-
mation mit doppelter Koeffizientendichte. Waveletbasenpaare, welche bei dieser Transformation verwendet
werden lbnnen, erreichen sowohl hohe Glattheit als auch eine gutéternng der dualen Waveletfunk-
tionen an das vorgegebene Muster. Da die Anzahl der Abtastwerte durch die Transformation verdoppelt
wird, ist diese Transformation redundant. Die Waveletkonstruktion und die entsprechende Transformation
werden an MEG-Daten und an der Prozdmswachung von Linedihrungen getestet.

Neben diesem Hauptergebnis wird tilbertragungsmatrix von verfeinerbaren Funktionen untersucht.

Es werden interessante Eigenschaften und effiziente Berechnungen des Spektralradius, der Summe der
Eigenwertpotenzen und der Determinante hergeleitet. Au3erdem wird eine allgemeine Lifting-Zerlegung
fur alle Filterkanke der CDF-Familie vorgestellt.

Die mathematische Notation weicht in mancher Hinsicht vonididichen Notation ab und orientiert
sich an der funktionalen Programmierung. DieURI1ER-Transformation wird vermieden, soweit dies sinn-
voll ist, so dass die Berechnungen einfacher in Computerprograibersetzt werdendnnen. Es werden
Symbole fir die Skalierung und Verschiebung von Funktionen eialgefund als Rechenoperationen be-
handelt, welche bislang nur zur Veranschaulichung eingesetzt wurden.

Abstract

This thesis addresses the problem of constructing a discrete wavelet approximating the shape of a given
pattern. For the design of a biorthogonal wavelet basis we present an approach, which is based on the lifting
scheme. The lifting scheme is a parametrisation of all biorthogonal wavelets. It reduces our problem to
a linear least squares problem. The special structure of the problem allows for an efficient optimisation
algorithm.

Every refinable function can be used as a dual generator, if it respects the perfect reconstruction con-
straints. The smoothness of the generator also implies the smoothness of the dual wavelet. Strategies
for obtaining also a smooth primal wavelet function are discussed. The most promising way includes a
slight modification of the discrete wavelet transform, leading to a special case of the so called double den-
sity transform. With this modification we can achieve both good matching and high smoothness of the
wavelets. It doubles the amount of data and is thus redundant. The method is applied to the analysis of
MEG data and to the condition monitoring on linear guideways.

Furthermore the transfer matrix of refinable functions is explored in various ways. Interesting properties
and efficient computations of the spectral radius, the sum of eigenvalue powers, and the determinant are
investigated. An explicit lifting decomposition of CDF filter banks is shown.

The mathematical details are presented in a notation inspired by functional programming. Since the
FourIERtransform is avoided where this is sensible, the results are easily accessible for implementation
in computer programs. Symbols for function scaling and translation that were only used for illustrative
purposes in former wavelet related papers are now integrated into a strict formalism.
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Chapter 1

Introduction

1.1 Problem

The wavelet transform is a tool for decomposing signals into bricks. Signals can be time series like audio
signals, two dimensional data like images and so on. This is similar to theRIER transform where
a signal is decomposed into waves of different frequencies. It allows to determine cycles in the signal.
But the waves cover the whole considered interval and thus local features of a signal cannot be retrieved
from the transformed data. In contrast to that, the wavelet transform uses bricks, which are narrow in the
spatial domain, but which are also able to resolve frequencies or scales. This is similar to the wave-particle
dualism in quantum theory. Indeed realizations likel$ENBERGS uncertainty principle are also essential
for wavelet analysis.

We do now try to characterise the bricks of the wavelet transform, namely the wavelets.

A waveletis a function that is concentrated both in the spatial domain and in the frequency
domain.

“Spatial domain” also includes “time”. The concentration in the frequency domain causes oscillations in
the function, hence the name “wavelet” as synonym for “small wave”. Each type of wavelet transform
needs wavelet functions with specific properties. More specific definitions can be given when considering
transform instances.

All bricks of the wavelet transform are derived from a prototype by translation and dilation. The
transforms detect the same pattern at different sizes, i.e. scales. A signal which has similar features of
sizes over many different magnitudes is called to have a multi-scale structure. We know this structure from
fractals and many natural phenomena. Last but not least this document exhibits a multi-scale organisation
constructed of chapters, section, subsections and so on.

Over the last decades a lot of research was done in wavelet analysis. There are two main kinds of
wavelet transforms which are widely applied:

The continuous wavelet transform is an integral transform just for mathematical purposes. Translation
and dilation of the input signal simply translates the result. It can be discretised but the discretised transform
increases the amount of data considerably and the result data is redundant, yet not suitable for numerically
stable inversion of the transform. Consequently the continuous wavelet transform is mainly applied for
analysis and visualisation, e.g. of medical and seismic dzts["03).

The discrete counterpart of the wavelet transform is not just a discretisation of the continuous transform.
This is rather different from the situation of theoBRIER transform as we will see in more detail in
Chapter2. The discrete transform is designed for perfect reconstruction, high computation speed and no
output redundancy. The disadvantages are that it reacts sensible on translations and dilations of the input
signal and that the choice of wavelets is quite restricted. The discrete wavelet transform is successfully
applied in audioYK95, Mal99] and image compressio®P96 TM02, Str02, even suitable for hardware
accelerated compressidrif02], as well as for the solution of partial differential equations as alternative to
finite element method$ah97 DDHS97, BBC'01]. In contrast to that, the de-noising of signals, which
is also a popular application, suffers from artifacts in the reconstructed signal or too much smoothing.

7



8 CHAPTER 1. INTRODUCTION

There is an application which was not payed so much attention to in the past: The detection of certain
patterns in a signal. The continuous wavelet transform is quite good at finding occurrences of certain
patterns in a signal but it is computationally expensive and unable to extract or remove these patterns
cleanly. The discrete wavelet transform suffers from the restricted choice of admissible wavelet functions.
In Chapter3 we will derive a method for designing wavelets which match a given pattern. The resulting
filter banks will not be satisfying due to their insufficient numerical stability. This problem is treated in
Chapterd. Finally, Chapteb completes this work with implementation details, potential applications and
experiments.

Acknowledgements | thank Professor Maal3 for his motivation and consultation about this thesis. There
was a fruitful discussion with and assistance by many people who gave me new ideas and helped me in
areas of mathematics | am not so familiar with. First of all my colleagaéesKiAN BREDIES helped me

a lot with functional analysis, especially function spaces, and pseudo inversesS:HER ROTE gave me

hints for tackling the determinant factorisatiomgfAN WIRTH pointed me to resultants,AS TRIEBEL

assisted with embedding of smoothness spacesgRT STRICH helped me expressing some of my results

in terms of group theory, FORSTEN RAASCH introduced me how to use wavelets for solving partial
differential equations, and this list is certainly not complete. Last but not least | am grateful to the careful
proof readers, especially®{STIAN BREDIES.

1.2 Notations

In this section we will introduce and discuss several notations that are used throughout the document.

1.2.1 Some notes about notations

Much like natural languages the mathematical notation evolves over the time, new symbols appear, the
meaning of some symbols changes, or a notation becomes uncommon. While natural languages are well
studied there seems to be only low effort in studying mathematical notation. Finding good mathematical
notations is like modelling real-world problems with mathematics. Like problem modelling, mathematical
notation could be a mathematical area of its ow®ajp3

There is a lot of common abuse of notation around and even notations that are commonly accepted are
not always satisfying. But what is abuse if nobody is authorised to tell what the right use is? Without a
broadly accepted guide of the right notation it seems to be nonsensical to discuss abuse. Nevertheless this
discussion is worthwhile because there are notation requirements that probably everyone accepts in general
— as long as there are no conflicts with a special notation one is familiar with. It is not easy to formulate
these demands in a precise, orthogonal (i.e. axiomatic) but comprehensible style, so we are content with
some examples illustrating why particular notations should be favoured over others.

Since wavelet analysis is part Btinctional Analysisx central matter of this area are functions, func-
tions of functions (so-called operators) and so on. In this area it is often necessary to define functions. A
clean way to do this is to define a function pointwise, just lfke) = x + 2. But it is often inconvenient to
introduce a new identifier for a function that is used only once. So there are several notations to construct
a function without a name, the most prominent ones are certairlyx + 2 and- + 2.

The dot can be used for showing that some arguments of a function call are omitted, i.e. we have still a
function in the omitted arguments. This notation is useful for readability since one can denote the absolute
value function by-| whereag| could be mixed up with the sign for parallelism or with norm bars. But the
extension of the dot notation to more complex expressions sugf ast) has various disadvantages:

1. Using the dot you cannot easily express a constant functiony e-g2.

2. The dot notation does not allow for multiple argument functions (ikey) — 2 + y2.

3. To say what belongs to the function you need to declare the scope of the dot expression. There is
no such generally accepted notation for the scope and thus the expressions are ambiguous. E.g. itis
not known whethey(f(-)) means
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o z—g(f(z)),iegof,

o g(x — f(x)),i.e.g(f) oreven

o g(f(x =) ieg(f(id))
That is why in this document we avoid the dot notation and stick to the arrow notation (also known as
ALONzO CHURCHS lambdanotation). Indeed the latter one is used much less in the area this work
belongs to, but we share the negative attitude of Dijkstra with respect to justifications like “The paper is
addressed to the XYZ community, which habitually expresses itself in that style, deviation from which
would result in failure to reach his intended audiencBij§6a].

Sometimes it is argued that abuse in notation makes expressions shorter and thus easier to read. In
general it is true that disregarding some writing rules extends the set of possible character strings to ex-
press a formula and thus allows to choose a quite short one. But there are also lots of complications by
misunderstood formalisms, just like the not so uncommon expregsipnvhich is actually equivalent to
I

We do not only want to get rid of some unfavourable notations, we also want to introduce some new
notations. These are largely inspired fopictional programmingHug84 Dau04, which focuses on the
notion of afunction

A function is some black box which maps certain input values (arguments) to output values (function
values). The output only depends on the input, the function cannot mainsatea The result of the
function may be undefined for some arguments. In other words, functions need nototalpthey are
in generalpartial. Many works on functional analysis are based on equivalence classes of functions with
respect to the “equal almost everywhere” relatféin They identify a function with the corresponding
equivalence class. But assigning an argument to a unique function value is such an essential property of
functions that we do not want to lose it. So, in this respect we follow booksHikiO}. Strictly spoken,
due to this interpretation we do not have function norms but only semi-norms betAlise 0 merely
means thaf is zero almost everywhere.

Functions can have functions both as arguments and as results. These sbighbedrder functios
are known a®perators orfunctionak to the functional analysis community. It seems comfortable not to
use the restrictive schemge: A — B to tell that a function maps from set to setB, but to interpret
A — B as the set of all functions mapping from to B. Thus we can writef € A — B. Using
this interpretation we can easily formulate, e.g. , that the differentiation opdvetor real functions is a
(obviously not total) function wittD € (R — R) — (R — R).

We want to provide aleclarative styldo make clear what we actually mean rather than letting the
meaning result from what we say. The functional notation helps to achieve this goal. E.g. , if you are famil-
iar with the arrow notation, you will probably agree that the expresgiohb) — a makes unambiguously
clear that we want to dilate the functighby a factor ofb and then move it by a distance @to the right.
Itis not the intuitive use of arrows that makes things clear, but it is the fact that the arrow operators process
functions rather than function values. Dilation and translation oper&aémndT® like in [LMR97] share
this spirit.

In contrast to that, the usual notatiain(t‘T“) denotes a function value. If one wants to interpret it as

an expression describing a function it is not sure which of the variahlést shall vary and which are
constant. The reader needs some time to analyse whether the expression describes a dilation or a shrinking
(in time direction), a translation to the right or to the left. He also needs some time to detect the order of
translation and dilation. By converting each operation inside the argument into the corresponding operation
of the function we can show the equivalence of both expressions.

o () -wine-a
= (@1H—a) @

Writing an expression with functions rather than function values is known gsoinéfree style

A similar example relates to filter masks (cf. Definitibr2.1). Itis common to consider a filter mask as
a polynomial, thus writindv(z). If one wants to shift the filter mask by one step, this is commonly denoted
by z - h(z). But strictly spoker: - h(z) is a complex number. You can apply a lot of operations to complex
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numbers, but not each of them can be expressed in terms of operations to filter masks. For instance you
can Write|h(z)|2 but then you leave it open whether that still represents a filter, i.e. whether it is always

possible to find a filteg for which vz |h(z)|2 = g(2) holds. Actually for|h(z)| this is not possible in
general.

Another argument for the point-free style is that some common filter operations cannot be expressed
as functions of evaluated polynomials. Up-sampling is an example but it can be expressed with a modified
argument to the polynomial function. E.h.is g up-sampled ifvz h(z) = g(z?). The down-sampling
operation is more difficult. Down-sampling means removing all odd-indexed elements of a sequence.
In the traditional style we had to say that the filfeis the down-sampled version gfif 2 - h(2?) =
g(2) + g(—=2). For a down-sampling by factd this would be even more complicated:- h(z3) =
g(2) + g(z - e27/3) 4 g(z - €+7/3). Alternatively with trigonometric polynomial functions we would
describe it with2 -ﬁ(2 ‘w) = g(w) +g(w+m). This way down-sampling can only be written implicitly.
is g down-sampled, if a specific relation betwgeandg holds.” It is not even obvious whether the relation
is unique, that is whether there is only one down-sampling for eye¥ye want to make that explicit, we
want a symbolic analogon tgy“down-sampled”. Therefore we will simply writle = ¢ | 2. The sign|
denotes an infix operator just like. A very similar notation was already used Bit[96 DS99.

The overall consequence is that we will define and use operations on filter masks, rather than describing
their effect on polynomial function values. The properties in Lendin2a2will help to manipulate expres-
sions containing this operation. Admittedly some of them are trivial when treating filters like evaluated
polynomial functions, but a few properties are really novel.

Let us summarise the pros and cons of extensive use of operations in the spatial domain instead of
operations in the frequency space for real functions.

Advantages:

e The FOURIER transform is not defined for all functions froR — R and for all sequences from
Z — R, and it is defined depending on the subsets. That is functionsfpfR) need a BURIER
transform definition different from that for functions frofy (R). It is even harder to design a
universal transform and thus it is reasonable to avoid the transform where not really necessary.

e The convolution of two functions is defined in the spatial domain. It can be simplified when consid-
ering the frequency spectrum of the functions: Convolving two functions means multiplying their
frequency spectra pointwise. But this equivalence can only be used ifdbeIER transform can
be applied to both operands. For instance the identity function lRom R is not contained in
common spaces compatible with the#RIER transform like£; (R) and £, (R). A convolution
with a finitely supported function, for instance the convolutign, ;; * id, poses no problem in the
spatial domain. The result is obviously id.

Disadvantages:

e There is no function fronR — R which is neutral with respect to convolution. Approaches like
distributiors or Non-Standard Analysig.R94] can resolve this problem. But they are quite com-
plicated. In the frequency space there is no problem since the function which is constéirgly
¢ — 1) is neutral with respect to pointwise multiplication. Thus it is hard to find a setting with a
neutral element for convolution but it is easy to tell the frequency spectrum of that element.

e For many proofs we need associativity of the convolution. In the/fRiER domain convolution
becomes multiplication. Multiplication is associative, so fiar(R) functions convolution is asso-
ciative. But a simple criterion for associativity is not obvious.

Consequently, conforming to a basic rule of good mathematical syjledb] “Only introduce identi-
fiers you need” we want to writg(z) andg(&) only if we really want to state something about the function
values. Extending this wish for simplicity we want to apply theUrIeR transform only if needed. That
is we writep * ¢ instead ofp - zZ wherever possible. Since the dot likegn ) is commonly associated
with the point-wise multiplication of functions we avoid using it for convolution, also for discrete signals.
Because of the usage ofnstead of it is probably better to use adapted notations for multiplication related
operations like power, product, matrix multiplication, and determinant.

In functional programming a feature nameuakrying is quite popular. It is in honour of the logician
HASKELL CURRY although £HONFINKEL was the one who first described this idda§99. It means
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that a function with more than one argument is defined by a higher order function. We can define

fERXR—-R
flz,y)=x+y

which is the un-curried form. But the curried form

feER—=R—-R
f@)y) =z+y

is an equivalent yet different definition. The curried definition allows us to omit the second argument. This
is certainly not worth a new term in mathematics but in the area of computer languages this method is re-
stricted to languages providing higher order functions. So, in computer science thgargiahapplication

was introduced.

Operators (i.e. functions which map functions to functions) are naturally in curried form. That is we
write D f(z) (meaning(Df)(x)) instead ofD(f,x) for the derivative off evaluated atr. The partial
applied form isD f and it denotes the derivative ¢f

It is convenient to use partial application for infix operators, too, where it is caéetion We allow
notations like(xz+) and(+z) for the functionsy — z + y andy — y + x, respectively. For example, the
composition(-y) o (z+) means: — (z + z) - y.

There are very different notations for function application. Sometimes arguments are written without
parentheses, e.g. for standard functions and operators like inand D f, respectively, sometimes argu-
ments are enclosed in parentheses, e.g. for custom functiongsginstead off z, sometimes arguments
are written as subscript as for tuples, sequences, parametrised functions or families of functionsf.e.g.

We stick to the traditional notations here in many cases, but we want to interpret these objects uniformly as
functions. For sequences this means that we treat them as functions of integer variables. TheAfdtation
is equivalenttd(1,...,n} — AandA™*™ is equivalenttq{1,...,n} x {1,...,m}) — A. This allows
us to writef o z if we want to apply the functiorf to all elements of the sequence
Function application is left associative.

This implies thatd Bz is different fromA(Bzx), more precisely

ABz = (AB)x
A(Bz) = (Ao B)x

In contrast to that, function set construction notation (the ‘bperator) shall be right associative. That is
A — B — C meansA — (B — (). This complements the left associativity of function application since
if fe A— B — Candx € Athenf(z) € B— C.

1.2.2 Operators and basic properties

We will deal with several types of objects: Two basic types are discrete signals (sequences) and continuous
signals (real functions). We will define several operations for them in the following paragraphs.

Discrete signals

1.2.1 Definition (Discrete signal, discrete filter, sequencep function i from Z — R is called adiscrete

real signal Analogously a functiorh from Z — C is called adiscrete complex signal A function

or sequenceé from ¢, (Z) is called afinitely supported discrete signahat is, only a finite number of
coefficients are not zero. We will define a special frequently used signal and some operations that can be
applied to discrete signals.
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Neutral element

of convolution Vk € Z
Component selection
Negation Vk € Z
Alternating negation Vk e Z
Adjoint Vk e Z
Translation V{k,c} CZ

Vi{k,c} CZ
Down-sampling Vi{k,c} CZ
Up-sampling Vi{k,c} CZ
Addition Vk € Z
Index interval
(Convex hull of support)
Set sum
Sum
Scalar product
Norm
EOURIERtI’anSfOI’m Vw € R
heR—-C
Convolution Vk € Z
Deconvolution
Convolution power

Vk € Z
Matrix-vector-convolution
Acly(Z)"™ A Vk e {1,...,n}
bely (Z)m
Ij\{{laetrlgt-znza)\glxxglc;)\nvolutlon vke1,....n}
Vie{l,...,r}

B e (Z)mxr

e A signal will be written with the usual tuple notation, where the value at index zero is highlighted

CHAPTER 1. INTRODUCTION

§=1(..,0,0,1,0,0,...)

5, = 1 k=0
0 :k+#£0
Ry,
(=h)k = —hk
(h)k = (=1)"- by
hi=h_y
(h = )k = hi—c
(h < ¢)k = hgte
(h] ek =her
(h 1)k = Z h;
jik=c-j
)by k= mod ¢
0 k#0 modc

(h+9)k = hi + gk
ixh ={minA4,...,max A}
witd = {k : hy # 0}
A+B={z+y: (z,y) € Ax B}
2 h=2h
jez

<hvg> :Zhﬁg

JEz

12, = g/% [ |”

18]l = sup |By]
JEZ

[Ally = v/ (R, R)
E(w) = Z hj-e i
JEZ
(hg)k =Y hj- grj
JEZ
= (h.g" — k)
h=(h#g)*g
h =6

h*k+1 — hx h*k

(A@b)k = Z AkJ *bl
le{1,....m}
(A@B)]%j = Z AkJ *Bl,J
le{1,....m}
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with bold typeset, like this:

h=(...

Values not written are zero.

13

Jhog,h 1, ho, hiha,..)

e N is called thesymbolof & or thetrigonometric polynomial functioassociated witlh.
e We use a special arrow for down-samplirig|(c instead ofh | ¢) to make clear that this operation

cannot be reversed in general.

There are some basic properties that we will use throughout the document without always emphasising

when we do it.

1.2.2 Lemma. Let h, g, andm be discrete signals, and Igtand & be integers. Then the following

connections hold.

Sxh=h
gxh=hxg
(gxh)xm=gx*(hxm)
(gxh) = k=gx(h—k)

(h1k)| k=h
(hTk)Ti=hT1(k-J)
(hl1k)1j=hl(k-j)
(g+h)Tk=(ng)+(th)
(g+h) k=(g]k)+(h|Fk)
(g*h)Tk—(ng)*( k)
(9T k=xh) | k=gx*(h]|k)
1m—gp=dt = (F) ekl
0 else
ix(gxh)=ixg+ixh
(h.) =h
(g*h)_=g_xh_
(") = (h)"
(h—k)_ =" h_ —k
(9 Tk hTk)={ (g h)
[ T k[l = [l
0 (w)=1
h=h
hik=nhlk
h—k (W) =h (w)-e
hxg=h-g

neutral element of convolution
commutativity of convolution
associativity of convolution
translation is a kind of convolution
invertibility of up-sampling
associativity of up-sampling
associativity of down-sampling
distributivity of up-sampling with respect to addition
distributivity of down-sampling with respect to addition
distributivity of up-sampling with respect to convolution
(1.2.2)

(1.2.1)

kind of distributivity for down-sampling
commutation of translation and down-sampling1.2.3)

index interval of convoluted signals

inversion of sign alternation

alternation is distributive with respect to convolution
alternation commutes with powers

alternation of translated signals

scalar product is invariant under up-sampling
p-norms are invariant under up-sampling
Fouriertransform of the unit impulse
FourIERtransform of the adjoint
FouRriertransform of an upsampled signal

FourieRrtransform of a translated signal
FouRrieERtransform is a homomorphism
mapping convolution to multiplication

1.2.3 Remark.The identity (L.2.2) is an exception due to its asymmetry. The problem is that the distribu-

tivity with respect to down-sampling, thatfg « k) | k = (g | k) * (h |

k), does not hold in general.

1.2.4 Definition (Polynomial, Series).A polynomialis a tuple fromNy, — R, a LAURENT polynomialis
a tuple fromZ — R (i.e. functions with a finite number of non-zero values) whigke0, 1, +, -) is a ring.
A seriesis also a sequence froby — R or Z — R, respectively, but with no restriction to the number of

non-zero values.
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Both (Ny — R, (0),(1),+,*) and(Z — R, (0),4,+, *) are rings. With this definition a polynomial
is a function which maps indices to coefficients. Actually this algebraic view on polynomials cancels the
difference between polynomials and signals.

It is popular to compute weighted sums of powers using polynomials, actually many people refer to
these power sums as polynomials. For both kinds of polynomials we introduce the “evalfafi@rh
(J — R) — (R — R) with the index set/ which is eithelN, or Z

Ep(z) =) p;-2  [Str9g Definition 1.34].
jeJ

The evaluator maps a polynomial tpalynomial functior(alsoentire rational functioror integral rational
function.

Although we will mostly use the point-free style, some properties will convince the reader easier if
evaluated polynomial functions are used instead of polynomials. The following properties hold. The first
two justify that for everyz the functionk — Eh (z) is called theevaluation homomorphisigGerman:
Einsetzungshomomorphisnmus

1.2.5 Lemma.
E(h+g)(2) = Eh(2) + Eg(z)  homomorphism with respect to polynomialand scalar-
E(hxg)(z) =FEh(z) Eg(2) homomorphism with respect toand- (1.2.4)
E (h-) (2) = Eh(—2) alternating signs of the coefficients
E(h1k)(z)=FEh zk) up-sampling of signals
E(h—k)(2) = Eh(z)- 2" translation of signals
h(w) = Eh (e*i‘“’) FOURIERtransform

Given the pointwise sum and product of functions the evaluator is itself a homomorphism because
E(h+g) = Eh+ EgandE(h x g) = Eh - Eg.

1.2.6 Definition (Degree of a Polynomial).The degree of a polynomiak a measure for the number of
non-zero coefficients of a polynomial.

deg € (J — R) — (Ng U {—0o0})

For a polynomiap fromN, — R the degree is the highest index of non-zero coefficients. If all coefficients
are zero the degree is negative infinity. (Given an appropriate extension of the set of integers.)

degp = max{j D pjF£ 0}

For a LAURENT polynomialp from Z — R the degree is the difference between maximum and minimum
index of non-zero coefficients. If all coefficients are zero the degree is negative infinity, again.

degp:max{j LD F 0} —min{j LD F O}
1.2.7 Lemma. For polynomialsgy andgq it holds
deg(p * q) = degp + degq

Continuous signals

1.2.8 Definition (Continuous signal, real function). A function ¢ from R — R is called acontinuous
real signal Following operations can be applied:
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Evaluation o(t)
Negation vt e R (—p)(t) = —(t)
Addition VEER  (p+9)(t) = o(t) +9(t)
Scalar multiplication Vv {t,c¢} CR (c-)(t) = c-p(t)
Multiplication vt e R (p-¥)(t) = o(t) - (t)
Absolute value vt eR ol (t) = |o(t)]
Power vteR V() = ¢(t)?
Adjoint vVt e R ©*(t) = p(—t)
et =¢1(-1)
Translation V{t,c}CR (p—c)(t) = p(t—c)
V{t,c} CR  (p<c)(t) = p(t+c)
Dilation V{t,c} CR (p1o)t) =¢p (Z)
Vit,cbCR  (plo)(t) =pl(c-t)
VeeR ple=ypolc)
Tensor product V(t,s) ER® (p@v)(t,s) = o(t) - p(s)
Integral ae. [, /
[ePR) = R—A) — A ““(t /(O,t)‘p>
Scal d = 1
calar product (e, ) /R (%0 1/))
Norm lell, = (//R (TH “P(T)‘p)
lollo = esssup [o(7)]
TER
lelly = Ve #)
Convolution vVt e R (p*xY)(t) = / (T () - ¥t —71))
R
VieR  (px9)(t) = (p, 9" —t)
FouRIERtransform ~ o
FER— C Yw e R go(w):\/ﬁ-<go7t»—>e t>
Fo=0

Similar to the operations on discrete signals we want to state corresponding properties for continuous

signals.

1.2.9 Lemma. Let ¢ andv be continuous signals, and leandd be non-zero real numbers, and jebe
a positive real number. Then the following connections hold.

wlc:wT<i>

(ple)le=9
(ple)ld=¢pT(c-d)
(ple)ld=y¢l(c-d)
(W 1Teple)=lc (¥
le 1 ell, = &/lcl - llell,
le|-(Wxp)Te=@Tc)x(p1c)
(Wxp)le=lc|-(Wlec)*x(plc)

shrinking expressed in terms of dilation

invertibility of dilation

associativity of dilation

associativity of shrinking

distributivity of dilation with respect to the inner product
commutation of dilation and norm

distributivity of dilation with respect to convolution
distributivity of shrinking with respect to convolution(1.2.5)
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= |l¢ll, the FOURIERtransform is arisometry

2
2, 1Z> (o, 9) the FOURIER transform isunitary

V2r ¥t <<2,w — e*”'“> inverse of the BURIER transform
T

-1 duplicate FOURIERtransform flips the signal
o =Q FouURIER transform of the adjoint
<p/T\c =lc|-plec FourlIER transform of dilated function
ok (W) =3 (W) ek FoURIERtransform of translated function
m =273 n FouRrIERtransform is almost a homomorphism
mapping convolution to multiplication
@’(w) =i-w-pw) FouRIERtransform of the derivative

P =Flwr —i-w-pw)) FourIERtransform of the function with linear multiplier

]-“(t — e’tQ/Q) = wio e V)2 The Gaussian is an eigenfunction of theduRIER transform

Discrete and Continuous signals mixed

We also need operations that connect discrete and continuous signals.

1.2.10 Definition.

Mixed convolution h*p= Z hj- (¢ — )
JEZ
VEER (hxp)(t) =) hy
JEZ

discretisation operatot) . _
Qe(R— A — (Z— A) VieZ Q1) = f)

1.2.11 Lemma. For each sequendeand each functior holds

Q(hxp) =hxQp

e We allow convolution of discrete signals with continuous signals. In this case a discrete/signal
behaves just like a linear combination of translateg Ax impulses §).

> i (56— k)

kEZ

e The termh x ¢, whereh is a discrete signal ang is a continuous one with small support, can
also be considered as composing the shapewith shifted versions ofp. More precisely, ifp is
interpolating Q¢ = 0) thenh * ¢ interpolatesh. This can be considered as an inversion of the
discretisation in the sense

Q(h*p)=nh

This connection is a simple consequence of Lemn2al 1above.

Precedences

The following tables give the precedences of the used infix operators in the order of decreasing precedence.
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e Arithmetic
¥, " right associative
12,22, 12,012,fog left associative
e/, - left associative
pxpo—k p—j left associative
o+, - left associative
z— f(x) right associative
e Set operations
X left associative
u,N left associative
— right associative
€,C,0,6,2

Adjoint operators

1.2.12 Definition (Adjoint). Given two HLBERT spacesd and B and a linear operatdf from A — B,
then theadjoint operatorl™ from B — A is the one for which holds

Ve e AVy € B <Tx,y>B:<9:,T*y>A

The adjoint is a generalisation of the transposition of a matrix to complex numbers and linear operators in
arbitrary vector spaces.

1.2.13 Lemma. Some laws for computations involving the adjoint inLBHERT spaces such &%, (R) and
by (Z).

r=f adjoining twice is the identity
=t adjoining and inversion commute
(gof) =fog" adjoint of composition of linear functions
(xh)" = (xh*) adjoint of the discrete convolution
(xp)" = (x¢") adjoint of the continuous convolution
(xp)" = Qo (x¢") adjoint of the mixed convolution
Tk =(k) adjoint of up-sampling
(1k)"=(lk)o (-k)  adjoint of dilation
(o) = () adjoint of weighting, adjoint of inner product

Becausd«h*) is the adjoint operator df<h) we also callh* the adjoint filter ofh.

Discrete mathematics

1.2.14 Definition (Residue class)Let (R,0,1,+,-) be aring andj, k} C R. With [j], we denote the
residue classvith respect to the divisak which contains the representatiye

k—{l k| Z_J}

Roughly spokerij], is the set of all ring elements that share the remainder of the divisigrbpf:. But
the definition above is more general because the ring need not to provide a division with unique remainder.
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Chapter 2

From continuous to discrete wavelets

This chapter introduces the basics of continuous and discrete wavelet transforms which can be found in
standard wavelet literature such 44199, Dau92 LMR97]. We do not present new results here, but we
want to give an overview over important facts and their proofs. It may also help to become familiar with
the notation. The chapter is finished by a survey of some variants of the standard wavelet transforms.

2.1 Continuous wavelet transform

2.1.1 What we are looking for

We want to design a transformatid¥i* with W™ € (R — C) — (R — R — C) which reveals some struc-
tures of a signal that cannot be immediately seen when looking at it. Intuitively we have some expectations
to such a transformation.

1. If a signal is amplified by a factot, then we expect that the transformation of this signal also
becomes amplified by.

2. Iftwo signals are superposed, then the transformation of the superposition shall be the superposition
of the separate transformations of these signals.

3. If the signal is delayed for some time, then its transformation is delayed for the same amount of
time.

The first two claims are summarised with the telimearity, whereas the latter one is calléiche-
invariance Their mathematical descriptions can be derived from the above naive description in a straight-
forward way (cf. Figure.1).

Linearity: amplification Vv f W -fy=c-W'f
Linearity: superposition  VfVYg W*'(f+g)=W*'f+W"g
Time invariance ViV W (f—t)=W"f—t

From these claims it already follows tHaf* must be some sort @onvolution We have even more claims
for the transformatio’™ concerning the composition and decomposition of a signal

Composition We want to compose a signal from wavelet functions, which can vary in their position
and in their scale. That is, we have a wavelet functioand want to compose our signal by superposing
functions from{¢) T « — b : a € R5¢ A b € R}. The weighting factors for all of these functions constitute
a two-dimensional representation, in contrast to the signal which is only one-dimensional.

Let W, be the transformi{, € (R — R — C) — (R — C)) which synthesises a one-dimensional
signal from a two-dimensional wavelet representation, gayf g has the value: at the timeb and the
scalea (i.e. g(a)(b) = c), then we expect that the represented sigiialy contains a wavelet at this time
and this scale with amplitude(see Figure.2).
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Figure 2.1: Three axioms of linear translation invariant operators covering: commutation of the
operator with amplification, distribution of the operator over sums, commutation of the operator
with translation. The left column shows the sigifathe right column shows the corresponding
wavelet transformV™ f.
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Figure 2.2: The meaning of wavelet coefficients. The left plot visualises the wavelet domain
and the right plot shows the spatial domain. Both plots show different representations of the
same signal. A wavelet transformed signal is a function of two arguments. The box of the plot
is the function domain, the grey colours represent the function values: White is 0 and black is 1.
The horizontal position is the time point of the occurrence of a wavelet, the vertical position is
the scale of the wavelet, with large scales at the bottom, and the darkness of a dot represents the
amplitude of the corresponding wavelet.
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Because of the required linearity,, is already determined.

(Wog)(t) = / - / b~g<a><b)-<¢j;eb> (1)

In the above formula we collect all dilated and translated versions of the wateleach version of the
wavelet is amplified with the corresponding coefficigt)(b). We have normalisedt | a by \/a in order
to assert the sam@, (R) norm for each dilation of), that ius—\}g = |¥]|5. This normalisation ensures
symmetry with the decomposition transform below.

We compute the composed signal point-wise, that is we corr{plitey) (¢) rather thariV,,g. This is a
must since we do not want to worry about integrals of functional values. Consequently we take the value at
timet of each version of the wavelet and integrate over the values that all versions of the wavelet contribute
to this point.

Decomposition A reasonable design of a decomposition transformation is not as obvious as the compo-
sition transformation. But the following observation leads to a good decomposition strategy.

2.1.1 Lemma CAUCHY-SCHWARZ inequality). The value of the scalar product is always bounded by the
norms of the operands.

V{fgt<La@®) [f9)] < ISl lgll

The magnitude of the scalar product meets the product of the norms of its operands if and only if the
operands areollinear, that is one operand is the weighted version of the other one.

[ =1flallglls, < 33X FEXgVvgE(t—0)

If one has a fixed and considers a set of normalised functign@| ||, = 1), then the scalar product
(f,g) is maximal if f has the same shape @slf ||g||, = 1 then(f, g) - g is the projection off into the
linear space spanned hythat is the scalar product is the weightgofvith which it is contained iry.

Given these properties of the scalar product it is certainly a good idea to define the wavelet analysis
transform by scalar products of the signal with the dilated and translated versions of the wavelet

Wy @) (b) = <f, L b>

For general patterng the decomposed signal does not look as smooth and clear as Eifjstegests.
However for a special wavelet, namely theoRILET wavelet (Figure2.4), which looks like a spring (more
precisely: ahelix), the effect applies, that rotation of a spring can be hardly distinguished from translation.
This is the reason why shifting the ®RLET wavelet along the signal changes mainly the complex phase
of the correlation coefficient but influences much less its absolute value. This leads to the smooth shape of
the absolute values shown in Figits.

Note that the use of the adjoint notatitifi,” is intended. Indeed the decomposition transférin”™ is
formally the adjoint ofiV’, with respect taZ, (R) andLs (R2). We still have to check how!’,,” is related
to the inverse ofV,,.



22 CHAPTER 2. FROM CONTINUOUS TO DISCRETE WAVELETS

2.1.2 Inversion formula and admissibility

Now we want to see what conditions must be fulfilled in order toldisefor invertingW,,*. According to
the definition of the convolution we can rewrite both transformations more concisely.

N CATAY
U%ﬁ@—f(wJ

Y Ta
Ja

W) = [ awébwmww<@;ﬂﬁw
= a +— > a . djTa —
LO Absmw<ﬁ>uw

= a — a*¢Ta
—Aw <m> ﬁ>m (2.1.2)

We clearly see that both transformations are essentially based on convolutions. Now we plug them
together by setting(a) = w(a) - (W, " f)(a), wherew(a) is a scale dependent weighting. This weighting
can also be interpreted as a weighting of the measure in the wavelet space. That is if we do not consider
Lo (R2) but a space where the measure is weighted depending on the scale then the adjoint of the wavelet
decomposition transform with respect to this inhomogeneous space is actually the composition transform.
We will determinew(a) such that the transformation inverts the analysis transformétiph

:f*

(2.1.1)

Ly A O (O S

- /R>0 <a — w(a) - (f (0" %) 1 a) (t)> (2.1.3)

Structurally, the convolution commutes with the integration. However integrability issues let this con-
nection fail sometimes.

Wy (w- Wy f) = f* (t — /R (a —w(a) - ((¥* %) 1 a) (t)))

Thus going through wavelet analysis and subsequent synthesis is in total a convolution. To get perfect
reconstruction (i.e¥f Wy (w . W,d,*f) g f) we need to convolvg with the neutral element of the
convolution. Unfortunately there is no function which is neutral with respect to convolution. One can
only imagine a strange function called theRAC impulse which is zero everywhere except for argument
zero. For argument zero it is infinite and the kind of infinity is adjusted such that the integral oflae D
impulse is one. Since thelRAC impulse is not a function froi® — R, we cannot use an approach where
the right operand of the convolution is made equivalent to tieaD impulse. We could show that the
superposition of ally* x ¢) T a vanishes everywhere except at point zero, if we guess the weighting
properly andy) has a vanishing moment. Maybe Non-Standard Analysis is a way out hét@4]) since
it provides infinitesimal small and large numbers.

It is certainly better to go a different way. The trick to derive the conditionsa@and is to switch
to the FOURIER domain where the convolution turns into a multiplication. The neutral element of the
multiplication of functions is obviously the function which is constant one.
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F(Wylw- Wy f)) = ]—"(t H/]R (a — w(a) - (f * (0* x) T a) (t))>

>0

—o [ (am F(wte) £o @ o) 10) )

Rso

con [ (amwtaa(r 7 (F6) 10) )
—2.n.f. wH/Rw(an(a%w(‘ﬂzla)(w))

This means, in order to gé{(Ww(w . Ww*f)) = fwe have to make the right operand of the multiplica-
tion a function that is constar;f;.

Substitutey = a - w.

o [ (Wi.w@).z,m)‘z)

To make the overall function (with respectitd constant, it must be(a) = ﬁ for some constant,,.

co [ (o s foe)

Since we want to obtai@ — ﬁ we have to choose

c¢:2~7r~/ o . (2.1.4)
R>0 a

2.1.3 Graduation of scales

So far we have used a linegiraduationof scales. That is if we increase the parametey an amount ofAa

the scale increases llya. One can argue that it is more natural to grade the scales exponentially, because
e.g. the human auditory system perceives equal ratios of frequencies as equivalent. In an exponential
graduation the scale is multiplied by a certain factor when we increase the scale parameter by a specific
difference. The discrete wavelet transform as introduced in Seztib&will naturally use the exponential
graduation.

If we switch to different graduation, we have to adapt some weighting. This can be seen also intuitively,
because the more area a part of the wavelet transform covers the less it must be weighted.

Let v be a graduation, that is a differentiable function which maps an intenalrjectively toR- .
Then we can substituteby v(«) in the formula 2.1.3, wherea is our new scale parameter.
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Cy '7(()‘)
Y L O C) B (P e { C N )
_/A ( cy - y(a)? <f ~(a) () ) (t))
(Vo f) (@) = f* ¥ 1le)
v(a)

N B R O N VN3 1)
(Vo) 0= /A ( o () <g< NG )(t))
If we choosey(a) = e® andA = R, this simplifies to
w* T ea
Ve

(Vibos) 0= | (a e (g<a> : “f) <t>>

We become aware that when using the exponential graduation we would not need a scale-dependent weight-
ing if we normalised the scaled versions of the waveléb a constanf-||, norm.
As a spin-off we obtain an alternative descriptiorcfif we substituter by e in (2.1.4.

cw=2.ﬂ-/R(aH‘qZ(ea) 2)

2.1.4 Uncertainty principle and time frequency atoms

(V%epr) (0‘) =fx*

Ideally the wavelet analysis transform should turn a single occurrence of the wavelet in the signal into a
single dot in the wavelet space and the synthesis transform should map a single wavelet coefficient into
a single wavelet. However, the analysis transform maps a function with a one-dimensional domain to a
function with a two-dimensional domain. It is intuitively clear that there must be some redundancy in the
generated data, that is some points depend on others. This prohibits that a wavelet is mapped to a single
dot.

For our application of finding patterns in a signal this raises the problem that it is not possible to obtain
sharp peaks at the locations and scales of occurrences of the pattern. Instead even if a pattern appears in a
signal without distortion the wavelet transform generates a blurred dot.

The problem is quantitatively described by uncertainty principles. They are treated in great detail e.qg.
in [Tes0]. We want to demonstrate the problem here only for the simple case oftbrIER transform.

2.1.2 Theorem HEISENBERGS uncertainty principle).
Prerequisite. Let S be the so callegosition operatorand D be the so calledhomentum operatowith
Df=f
Sf(t)=t-f(t)

D must be restricted to a domain where it is somehow “skew-selfadjoint” or “skemntirian”, namely
D* = —D. That s for the integration by parts must h@lB f, g} + (f, Dg) = 0. This is fulfilled if

lim £(t) - g(t) = 0

lim f(t)-g(t)=0

t——o0
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So in the following letf € £, (R). Further on bottD(S f) andS(D f) must be defined and
Jim £ f®?=0
dim t-f(t)? =
Claim. HEISENBERGS uncertainty principlestates, roughly spoken, that the variance of a function and the

variance of its BURIER transform cannot be minimised simultaneoustyn89 LMR97]. The variance
with respect to zero is a functional definedvas f = ||Sf||§. The exact statement is

wrf a2 L 7

or equivalently
1
1511y - 1Dl 2 5 - 1£13

The functions with least “waste” of variance are dilateduSsians.

var (t — V- e_(’\'t)2/2> - var (t — % ~e_(t/)‘)2/2> ==

DO =

Proof. The elegant classic proof from quantum mechanics can be found&)[ Theorem 34.2]. It begins
with the observation that theommutatoof D and.S, namelyD o S — S o D, is the identity operator.

D(SF)(t) = S(DF)(t) = f() +1- f(t) —t- f'(t)
= f(t)

The further proof consists essentially of the application of theu@Hy-SCHWARZ inequality
(Lemma2.1.7).

1715 = |¢s \
= (D) - 50, 1))

(D( (5(0f). 1)

D*=—-D AN S*=8
= |- (S£.Df) - (DF.51)]
= [(S£,Df) + (DF.51)|
= |(s£,Df) +(S7.DF)|
— [2-R(5F, D)
<2-[(Sf.Df)
<2-[1Sfl,- DS,

The CaucHY-SCHWARZ inequality forS f andD f is an equation if both functions are collinear. The
inequality|R(S f, Df)| < |(Sf, Df)| becomes an equality if and only( f, D f) is real.
e CaseSf = (t+—0)
This means thaf is constant zero almost everywhere. (The only exception can be at zero.)
e CasedADf=\-Sf

(SH,Df) =X-(SF,5)

-
X-1ISfII5
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Since(Sf, Df) shall be real anqung is always real\ must be, too.

The equationD f = X - Sf is an explicit differential equation that we are going to solve now. We
shall note before that if is zero somewhere it is zero everywhere, becguset — 0 is a solution
and the solution of the differential equation is unique. However the £aset — 0 was already
considered above, so we can assumeftieeverywhere distinct from zero. This is the reason why
we can divide byf without restrictions.

fr=t At f(t)
f (0,t)
2
E In(F(1) ~ In(f(0) = £ A+
t) _ 2
Sl kint

V() = f(0)- N7

For A < 0 f is square integrable, but for> 0 it diverges.
O

The variance according to the definition above is measured with respect to zero. It could also be
measured with respect to the centre of gravity. Then it would be invariant under translation.

A natural kind of analysis is to combine theBRIER transform with the spatial representation of a
signal. Because of the minimal variance of au&sian we could correlate a signal with aa@ssian which
is translated both in time and in frequency (i.e. modulated). Such shifted and modulatedigns are
calledtime frequency atomg he resulting transform is known ass@oR transform.

2.1.3 Definition (GABOR transform). The GaBOR transformG or windowedFOURIER transformfrom
(R—-R)— (R—C)— (R— R — C) of afunctionf with respect to avindow (or envelopg g is
defined as

Gof(w) =[x (t = g(t) - e*i"”'t)

Due to the minimal uncertainty of theABssian it is popular to choosg(t) = e~(AD/2 where\ controls
the width of the window.

We observe that the more narrow thew&sian the better the resolution in time and the worse the
resolution of frequencies. When theaGssian approaches zero variance we obtain the original signal
for all frequencies. (The limit function of the Abssian had to have a finite positive area but no extent,
which is certainly impossible.) When theaBssian approaches infinite variance we obtain the frequency
spectrum in each vertical slice. (Here the limit function of theuSsian would be a constant function with
finite positive area, which is also not possible.) What remains constant for all dilations ohthesi@n is
the overall resolution. Therefore thea®OR transform is ideally suited for demonstrating the effect of the
uncertainty principle and why it is not possible to increase the overall resolution arbitrarily, see Egjure
It is also the foundation for pictures ofelSENBERGbOXeS, such as Figuge?.

The GABOR transform cannot be expressed as a wavelet transform. The closest analogon is the trans-
form with a MORLET wavelet Unfortunately this wavelet is not suitable for the basic continuous wavelet
transform since the integral i2 (1.4 diverges. Nonetheless thed®LET wavelet is a very important
wavelet for the continuous wavelet transform. Modifications of the transform or the wavelet can fix this
problem.

The main difference between thea80R transform and the MRLET wavelet transform is that in
the wavelet transforrfrequencyandscaleare coupled by inverse proportionality whereas in thre8GR
transform the scale (i.e. the width of the envelope) is constant and only the frequency varies. ZEgure
The wavelet transform matches the property of many natural signals that high frequent signal components
vary faster than low frequent ones.
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Figure 2.3: @QBOR transforms with different window sizes of the complex signal displayed at
the top. The result of the &0R transform contains complex values which are displayed as
follows: The darkness of a dot corresponds to the absolute value ofABe/scoefficient and

the colour corresponds to the complex argument (the angle or the phase shift). The frequency
zero is in the vertical centre. The sign of the frequency corresponds to the orientation of the
complex helix. The first image was generated with a discreted@® window of size one, the

last image with a window which is constant. The first one merely shows the time samples of
the signal whereas the last image shows tb@RIER transform when viewed from the side. It

can be seen that the more sharp the image is in vertical direction the more blurred is it in the
horizontal direction, and vice versa. That is, roughly spoken, the uncertainty principle.
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Figure 2.4: Different building blocks for the ®RLET wavelet transform and theABOR trans-
form. For easy separation of phase and amplitude these functions are complex valued. The real
part is plotted with a solid line and the imaginary part is plotted with a dashed line.

2.1.5 Different filters for analysis and synthesis

We have seen that the condition for a function being a wavelet is rather weak. This is due to the redundancy
of the transform. It gives us some freedom in choosing the wavelet. For instance it is possible to invoke
different wavelets for the analysis transforth](.1) and the synthesis transforr®.{.2. The derivation in
Section2.1.2needs only small modification and leads to an adaptio2.4f4):

The transformiV,, invertsW,,* (more precisely/f W, (w - W,* f) &8 £ with w(a) = = i~a2) if and
only if the constant.,; ., with ¢, , # 0 and '

CU),sa:Q‘ﬂ"/R O{}—)M

(07

exists. Using different wavelets for analysis and synthesis is also quite popular with the discrete wavelet
transform. There such wavelet bases are cddlecdthogonal

2.2 Discrete wavelet transform

In the previous section we have considered the continuous wavelet transform and we have seen how it
fits our problem. To be able to transform measured (i.e. sampled) data we must be able to adapt the
transformation to discrete data. In general this is not easy for any function transformation and sometimes
it is necessary to start from scratch when it comes to a discrete version of a continuous transform.

2.2.1 From CWT to discretised CWT

When switching from the continuous wavelet transform to the discrete one we have to limit and discretise
both the time and the scale. While the time discretisation and the time bounds are naturally given by the
discrete input signal, the discretisation of the scale is not obvious.
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The discrete convolution is a good approximation to the continuous convolution, so the discretised
wavelet transform will also split a signal into several bands where each band is obtained by a convolution
of the signal with some wavelet function. The most general approach uses a segoénanalysis filters
and a sequenggof n corresponding synthesis filters. Then the synthesis and analysis transforms are given

by
(Wg'z); = v+ gj
Way=> %3,
j=1

Note that the sum adds signals rather than scalar values. Since multiple filters are employed this scheme
is called dfilter bank The condition foperfect reconstructionan be derived quite similarly to that of the
continuous transform.

W5(We'x) =Y xxg}=g;
j=1

n
fr— * ~
= * E g;*4g,
j=1

This means that the superposition of the convolutions of the analysis and synthesis filters must result in the
unit impulse, that is

Zg; xg; =0 . (2.2.1)
j=1

This is the same situation as for the continuous transformation but here we are lucky that the neutral element
of the discrete convolution does not need a special treatment.

Please note that in the further presentation of the theory we want to subgfithteg;. We used the
adjoint in order to match the idea of correlating a signal with a pattern, but the following derivations are
simplified when we incorporate the adjoint into the analysing filters.

2.2.2 From discretised CWT to shift invariant DWT

In the above approach it remains vague how the figerg; may actually be chosen. If we simply sample
continuous wavelet functions we will not match the reconstruction prop22yJ. It is to be assumed that
there is no simple or natural way to achieve this. Instead of following this direction we want to introduce a
technique that elegantly preserves the invertibility, provides a uniform shape of the wavelet throughout all
scales and also addresses efficiency issues.

The trick is to divide the multi-scale transformation into a cascade of two-scale transformations. The
two-scale transformation splits the signal into a low-frequency (smooth) part and a high-frequency part by
the filtersh; andg;, respectively. The low-frequency output is fed to the next two-scale transform. That
is, if the input signal iseo, we compute fon scales { € {0,...,n — 1}) iteratively

LTjp1 = Ty * hj (222)
Yjr1 =L *3g;
and the result of the transformation are the- 1 signalsy, y,, . - ., y,,, . If we define

H0:($ Hj+1=Hj*hj
Gjt1=Hjxg,
which can be unrolled to

Hj+1=ho>kh1*~--*hj_1*hj
GjJrl:ho*hl*---*hj,l*g]«
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Figure 2.5: One level of a generalised discrete translation invariant wavelet transform: Analysis,
interim processing (the dots) and synthesis. The interim processing may consist of more levels
of subband coding, de-noising, compression and others.

xhy *ﬁl
xhyg *g1 I Y2 *gq *ﬁo
. *g Y, *EO

Figure 2.6: A complete generalised translation invariant wavelet transform build from three
levels. The large scales (because of longer filters) are at the top.

then we obtain explicit representations for the resulting signals.

.’Bj:.’Bo*Hj

Y; = xo * G

Thus the cascaded transform can be considered as a discretised continuous transform with respect to scale
dependentfilteré/y, Ga, . . ., Gy, H,. Usually the signat:,, is a strongly low-pass filteresdy, whereag,

is x filtered through a high-pass, and the other signals are band pass filtered with respect to consecutive
frequency bands.

Reconstruction Itis convenient to split the whole synthesis transform up into small pieces analogously to
the analysis transform. If we can invert each step of the analysis transform we can invert the total transform.
Also the synthesis transform shall be linear and translation invariant thus there is no other choice than

XTj =i * Ej + Y41 %9, (2.2.3)

with still unknown filter sequenceﬁ; andg.

Figure 2.5 shows the analysis and synthesis at a single level. Figushows the cascade of such
levels establishing the total wavelet transform. N

Let (h, g) be the analysis filter pair. We want to find a condition for the synthesis filtef pag) which
reconstructs every input signal To this end we fuse2(2.2 and @.2.3:

YV x*h*EJrz*g*E:z
& h*ﬁ—i—g*ﬁ:é

which is in fact a BEzouT equation[\Wei05 BEzouT's Theorem], Btr95 Theorem 25.20]. From Algebra
we know that we can find appropriate filtérandyg if and only if » andg are relatively prime with respect
to convolution.
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Solutions with minimal filter sizes can be computed efficiently using thelEpean algorithm(Sec-
tion 3.2.7). If » andg are particular solutions, the general solution is of the form

hy=h+gxs
gszg_h*s

with s € 4y (Z).

Usually the two-scale transforms are designed in a way that each transform operates on a doubled scale
(i.e. halved frequency) relatively to the previous one. This is achieved by up-sampling the filter by a factor
of two. The invertibility of the transform is not affected by the up-sampling.

h*%—i—g*ﬁ:(S | 12
(h*%+g*§)T2:5T2
(h12)x(h12)+(g12)x(@GT12) =0

Since the frequency is halved again and again we obtain an exponential graduation of frequencies.
hj=h12
g;=912

The shift invariant wavelet transform can then be written explicitly as

xj=xzoxH; Hjpi=h*xh12xhl4d%---xh127 xh12
y; =xo*xGj Gj_H:h*hT2*hT4*---*hT2j_1*gT2j

The advantage of this choice is clearly that we only need to design one filter pair, naypelyhe
disadvantage is that the choice is more difficult. Choogirandg such thatf; andG; have a smooth
shape or even thal; matches a specific pattern (the main goal of this work) is a challenging problem,
which we consider in more detail in Sectidr? and SectiorB.3, respectively.

Because we will need the structure/éf andG; frequently in this document, we introduce an operator
for it.

2.2.1 Definition (Refinement operator).For a mask: therefinement operatoR;, from ¢, (Z) — £, (Z)
performs the following:

Rng=hx(g12) (2.2.4)

If 7 has index interva{v, . . ., x} thenR},§ has index interva{(2j —1) v, (27 -1)- m}.
Using this notation we can write

HjJrl = R?Lh
Giy1=TRyg

Note that the kind of transformation described in this section maps a discrete translation of the input
signal to a translation of the output sequences. Thus it fills the gap between the better known continuous
and discrete transforms (see Sectiop.3. It was invented several timeB¢w09 and got a lot of different
names, likequasi-continuous wavelet transfofiiae97, stationary wavelet transforfiNS95 MMOP04],
translation invariant wavelet transforfCL.01, CD95, shift invariant wavelet transforfi GO 954, al-
gorithmé a trous[HKMMT89, Dut89, Mal99], cycle spinningCD95, maximal overlap wavelet transform
[PWO0(Q, redundant wavelet transforfi.B98], undecimated wavelet transfofitfGO"954. Additionally
there are variations of that generalisation such astie-complete discrete wavelet transfofBra03
which employs down-sampling in some transform levels but not all.

These terms reflect the contexts in which the transform was developed or applied. Thgugeim
continuougrefers to the similarity with the continuous wavelet transform. The teramslation invariant
andshift invariantare a bit misleading because they originally mean that the result does not depend on
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Time sampled signal Frequency transformed signal Wavelet coefficients

Figure 2.7: HEISENBERGboxes of different signal representations

the translation of the input signal. This applies e.g. to the absolute frequency spectrum. In fact the result
of the translation invariant transform depends on the translation of input but in a very natural way - it is
also translated. In other words: The translation invariant transformation commutes with the shift operation.
The namealgorithmé & trous describes the up-sampling of the filters, i.e. holes (= French “trous”) are
added to the filters for higher scales. An alternative implementation is addresseclyalghspinning It
means that instead of modifying the wavelet transform the signal is shifted and each shifted version is
transformed. Actually this method computes the same wavelet coefficients algdighmé a trous but
some of them multiple times. The fact that the wavelets of the represented frame overlap is captured by the
notion maximal overlap wavelet transforngince “decimation” is an synonym for down-sampling here,
undecimatedneans that in contrast to the discrete wavelet transform the down-sampling is left out. Last but
not least the termsedundantandover-completgoint to the increased size of transformed data compared
with the discrete wavelet transform.

Furthermore a note on a generalisation: Instead of two-scale transforms one can use any larger number
m of scales in one transform level. This is useful to insert interim scales if the doubled-scale grid is too
coarse. Again you have one low-pass fikgrfor the j-th scale, the low-pass filters are cascaded. Addition-
ally you havem — 1 high-pass filterg,, ;, .. ., g,,_» ; that are specific to the interim frequency bands. The
perfect reconstruction condition is quite the same: The greatest common diviBoref,,...,g,,_2 ;

thatisged ( ..ged(hj,go ), - - .gm_m) must be a unit. The EcLIDean algorithm can be used to deter-

mine the greatest common divisor and to solve tlez8uT equation when applied to the nested applica-
tions ofgced.

2.2.3 From shift invariant DWT to DWT

Here we reach the destination of our travel from the continuous to the discrete wavelet transform. For some
applications like compression it is not satisfying that the size of data is increased by the transform. Itis true
that the research on compression based on redundant transforms lead to considerable success with so called
matching pursui, but with matching pursuits perfect reconstruction is hard to achieve. (See Se2tmn

Also for other applications it is of interest to reduce the amount of processed data, rather than to increase it.
Even more, the uncertainty principle (Sectdn.4 gives reasons why an increased amount of data does

not necessarily increases the amount of information. That is the shift invariant transform does not increase
resolution.

We observe that in the translation invariant DWT independent from the scale there is the same distance
between two wavelets that are neighbouring with respect to time. This is what makes this transform trans-
lation invariant. It means that the wavelets overlap relatively less in the small scales and much in the large
scales. It seems to be natural to use a sampling grid that becomes coarser as the scale increaseg. Figure
illustrates the favoured division of the time-frequency plane.

This division together with invertibility can be achieved with the same trick we used to verify invert-
ibility of the translation invariant DWT (Sectioh2.2: We use a cascade of two-scale transformations and
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if each two-scale transformation is invertible and preserves the size of the signal, then the whole transfor-
mation is invertible and generates data of the size of the input signal.

We achieve the coarser grid at the larger scales by dropping each odd indexed value of the result signals
in each step of the transformation. That is, compared With.®) we add down-sampling by a factor of 2.

Tjt1 = (:Ej * h,J) J 2 (225)
Yjr1 = (f'fj *9j> 12
This scheme was known asibband codein signal processing even before the theory of the discrete

wavelet transform. Because there is no redundancy this transform is alsoaréltzdly sampled
It is worth looking for explicit formulations for the resulting signals.

((..((xoxho) | 2%hy) | 2... xhj_2) | 2%xhj_1) ]2

=((..((woxho*xh1 12)12)]2...xhj_9) | 2xh;_1) ]2
((...(xoxhoxh112)[4... xhj_2) | 2xhj_1)]|2

:(mo*ho*thZ*... *hj_zmﬂ'*?*hj_lmifl)m

yj:(xo*ho*thQ*... *hj_gmﬂ'—%gj_lmj—l)uj

Again, we want to supply filters which accumulate the operations applied to an input signal over all
scales.

Hy=¢6 Hjy1=H;*h;12
Gjp1=Hjxg; 12

Hj_H:ho*hlTQ*H-*h,j_szj_l*thQj
Gj+1:h0>kh1T?*---*hjflTQj_l*ngQj

These can be used to describe the transformation shortly.
T; = (CE() *Hj) 127
y; = (w0 G;) | 2

In order to provide a uniform shape of &@ll; and to apply the theory a&finable functios usually the
same filter is used for allk;, and another filtey is used for allg;. In anticipation of our later use of the
low-pass filter for refinable functions and because we can ay@ifactors in some filter masks, we want
to separate the factar2 from the filtersh andg.

h;=v2-h
gj:ﬂ'g

We end up with a flowchart as in FiguPes.
Note that non-uniform filters are used rarely, but nevertheless they can be useful e.g. for generating
exponentials. If for some holds
hj = (1,62].c)

then we obtain a discretised exponential fby.

H; = (ek'c:kE{O,...,2j1}>

This is particularly interesting for complexwhere theH; are helixes (waves) of the same frequency with
exponential envelopes of different widths.
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Figure 2.8: One level of a discrete wavelet transform

Discretised continuous wavelet transfoim. - s
Translation invariant wavelet transform| n - log, n
Discrete wavelet transform n

Table 2.1: Time and space requirements for several kinds of wavelet transform sdties
applied to a signal of size. The dependency on the filter length is neglected.

Reconstruction

We want to explore how we can restore the signal from the result we obtain from the discrete transform
including down-sampling. Further on we want to check when this is possible. In contrast to the translation
invariant transform which is not surjective the level-wise reconstruction is obligatory for the critically
sampled discrete transform.

2.2.2 Lemma.

Prerequisite. A function sequencg from {0,...,n — 1} — A — A of surjective mapsA is an arbitrary
set here but it will be a set of signals in our application.

Claim. The composed mafy o f; o --- o f,_; isinjective if and only if eacly; is injective.

Proof.

1. Ifeachf; is invertible then the inverse of the composition is the reversed composition of the inverted
maps:f, 1 o fily0 o foh.

2. Since eacly; is surjective each value of the range of the composition has an inverse image with
respect tof,,_1, which in turn has an inverse image with respecf,to,, and so on. Analogously
each composition of surjective maps is surjective.

3. If one of the maps is not invertible consider the one with the least index;j.s&ince it is not
invertible there must exist two distinct argumenfsand =} which have the same valug with
respect tof; (f;(zy) = v’ and f;(z}) = y’). Since all maps are surjectivg andz} must have
originsz, andz; with respecttofpo fio - - -o f;_1. Because these functions map uniquely# =/
implieszy # z1. Since the values of the maps with indices abgpwiepend exclusively og’ the
total composition yield the same valyeThat is the composition computes the vajliadependent
from whether the input igq or z;. Thus the composition is not invertible in this case.

O

For f being the sequence of transformation levels of the analysis transform we conclude that the whole
multi-scale transformation is invertible if and only if each of the two-scale transformations is invertible.
The lemma does not apply to the translation invariant transform because the steps of this transform produce
redundant data and thus are not surjective.

Now we want to find out how to invert a single level of the analysis transform. The down-sampling
operation in 2.2.5 is somewhat difficult to handle thus we want to get rid of it. To this end we need the
following property of down-sampling.

2.2.3 Lemma.
Prerequisite. {z, h} C ¢y (Z)
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Claim.

k—1

(@sh) [ k=Y (& —j|k)*(h—3lk

=0

Proof. In (z — j) | k the coefficients with indices from the residue clégg are preserved. This means
that for all j from {0, ...,k — 1} the sequence of translated and down-sampled variantcoftains all
coefficients ofr. Thus you can reconstrugtfrom them. The expressian | k 1 k in fact means that the
coefficients with multiples ok as indexes are kept and the others are cleared.

k—1 k—1
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On down-sampling by a factor éfall filters vanish which have only zeros at the indices which are multiples
of k (see (.2.3). Sincel — j € {1 — k, ...,k — 1} this is true for all translations with— j # 0.
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This connection allows for a different interpretation of the expresgiah) | 2. Instead of convolving
x with h and then down-sample, we can splitand i into their even-indexed and odd-indexed subse-
guences, convolve corresponding subsequences and add them. This allows to represent one transformation
step with a matrix-vector convolution, that is a matrix-vector multiplication where the convolution plays
the role of the multiplication.

Tiv1 | _ /g, (P12 (h=1)12 ® x| 2
(ym) <9J2 (g—1)12 (x; —1) ]2
According to PS9§ we introduce the notions of polyphase and modulation matrices. They lead
straightforwardly to the reconstruction conditions as known from94.
2.2.4 Definition (Polyphase matrix). For discrete signals, g we use the abbreviations
he=h]2 ho=(h<1)|2
ge=9gl2 go=(91)|2

which let us define thpolyphase matrix’ as follows:

(s 3

ge 9o

The Figure2.9shows how the discrete wavelet transform can be implemented in terms of the polyphase
matrix.
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Figure 2.9: Discrete wavelet transform with a polyphase matrix

2.2.5 Definition (Modulation matrix). For a polyphase matrix as given above the correspondivgula-
tion matrixis

ho=hel2-(ho12) —1
g-=9el12-(9012) —1

()

The signalh_ differs from A only in the signs of the odd indexed coefficients.

Obviously both polyphase and modulation matrix carry the same information. Very similar statements
can be formulated for either representation. None of them is really superior to the other one, we will use
both of them as it is convenient.

Since we converted a transformation step into a matrix-vector multiplication we get the idea that the
inverse transform is just the solution of a system of two linear equations. However the problem is that a
convolutional division (which is in fact the solution of linear difference equation with constant coefficients)
has the risk of numerical instabilities. Thus we have to explore in which cases we can invert without
division.

2.2.6 Lemma (Invertibility of matrices over rings).

Prerequisite. (R, 0,1, +,-) is aring andM a matrix, M € R™*™.

Claim. An inverse matrixM —! € R™*" exists (M - M~ = I) if and only if the determinant ol/ is
invertible (a so calledinit).

Proof.
1. M isinvertible “=" det M is a unit

1=det/
= det (M . M‘l) product of determinants
=det M -det M~ !
The unit element from R can only be factorised into units of that ring, thits A must be a unit.
2. det M is a unit“=" M is invertible

If M is considered as row vector of column vecténs, ..., m,,) each element of/~! can be
calculated by AMER'’s rule [Str95 Theorem 18.8]:

(M_l)iyj = (det M)_l . det(ml, ceey My 1,64, M1, . .- ,mn)

wheree; is the unit vector where all components are zero excepitthene which is equal ta.
The inversion oflet M is possible becausk:t M is a unit according to the assumption.

O
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2.2.7 Corollary. Consider the set of discrete signals of finite length: Since one-length discrete signals are
the only ones that are invertible with respect to convolution, a polyphase nkatsinvertible with finite
length signals if and only if the convolutional determinanfbis a monomial.

detP=c-0 — k
where
1
det P = 5 - (he * go — ho * ge)
2.2.8 Corollary. If the polyphase matrix is invertible thére andho must be relatively prime. Ihe and
ho are not relatively prime, you can extract a common divisor which is not a monomial. This divisor can
also be extracted from the determinant.
Let s be such a common divisor
he = s * hg
ho = s * hg

/ /
et <he ho> et (s*he s*hc))
ge 9o ge 90
/ /
= s xdet ( e hO)
ge 9o

Sinces is not a monomial, the determinant is not, as well and thus the matrix cannot be inverted.

then we obtain

2.2.9 Definition (Complementary filter pair). A pair of filters (h, g) is calledcomplementaryDS99 if

and only if
det (he ho) L1
ge go 2

2.2.10 Corollary. If a pair of filters(h, g) is complementary, the polyphase matrix can be inverted. By
CRAMER’s rule we obtain

P71 _ \/i < go _h0>

—ge he

2.2.11 Corollary. If a pair of filters(h, g) is complementary, a single level of the discrete wavelet trans-
formation can be inverted by

x| 2 _ /5 [ 90 —ho Tjt1
((%‘il)J?)_ﬁ (—ge he>®<yj+1>

:\/5_<(g<_m2 —(h<—1)J2>®<:cj+1>

—912 h|2 Yir
Because we can reconstruct a signal from its even and odd indexed coefficients by
r=(z]2)T2+(((z—1)]12)T2«1
we derive a compact formula from the up-sampled expression
x| 212 (g=1)1212 —(he=1)]212 T ]2
— 2.
<(-’Bj—>1)J2T2 R R nizte )\ g2

by vectorially convolving both sides wittd, § < 1) from left.
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_ o i+ 12
:cj—\/i'((ng),h<—1)\*)<y;+1T2>

=V2- (9= 1) # (@41 12+ (b — 1) (g1, 12)
2.2.12 Notation. If a pair of filters is(h, g) complementary, then the pair of filters for reconstruction (the

one for whichz; = v/2- (h* (w41 1 2) + g * (y;41 1 2)) hold) is called thedual filter pair (h, 7).

h=(g—1)_
g=h_+«1
P—l — \/5 " ﬁe B ge
ho—1 go—1
2.2.13 Theorem.
Claim. The modulation matrix (Definitio2.2.5 is regular if and only if the polyphase matrix is regular.
It holds N
M71 — Nh g
h_ g-

Proof. You can transform between a polyphase matrix and the corresponding modulation matrix by an
orthogonal transformation. We expand the slightly modified primal and dual polyphase matrices into rep-

resentations using the modulation matrices.
heT2 hot2—1\ (h h_ 1 1 1
912 gol2—1 g 9-) 2 \1 -1

hel?2 get2 \_1 (1 1) (h 3§
T2 \1 1) \h g

erLoTZHI golT2—1

We know that the dual polyphase matrix is the inverse of the primal polyphase matrix, thus if we replace
them with their modulation matrix representations we obtain that the convolutional product of the primal

modulation matrix and its proposed inverse is indeed the identity matrix.

§ 0 hel2 hol2—1 he 2 Ge 12
=v2- V2| ~ Definition2.2.12
( ) . (gem w12-1) "V Go 221 gor2n

. :;@ f;)(} _11>@(} fJ(zE 5)
(5o J) -

2.2.14 Corollary. The filtersg andh form aperfect reconstructiofilter bank if and only if the determinant

h_\. : : .
is a certain monomial, more precisely

of the modulation matri
hxg. —h_xg=6§—1

This is a conclusion of the Definitioh.2.50f the modulation matrix, the polyphase matrix conversion
used in Theoren2.2.13and the fact that the determinant of a polyphase matrix of a complementary filter

pair is 1 - 0 (Definition 2.2.9.
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2.2.15 RemarkFrom expanding/ ~! ® M = I, the condition for perfect reconstruction in the presence of
down-sampling can be given in a style closer to the condition given for translation invariant transformation
in Section2.2.2

hsxh+g*g=35
hsh_+gxg_ =0
That is, a filter paifh, g) suitable for the discrete wavelet transform with down-sampling can also be used

for the translation invariant transform. The second equation is additional for the down-sampled transform.
Roughly spoken it means that no information is lost by down-sampling.

2.2.16 Lemma. B
Prerequisite. The primal filter pair(h, g) is complementary, angh, g) is the dual filter pair.
Claim.
~ 1
@*@J2:§ﬂ (2.2.6)
1
(g*g)12=75"0 (2.2.7)
(h%g)|2=0 (2.2.8)
@*ﬂjzzo
Proof.
P=13. (he ho)
ge 9o
Because of Definitio2.2.12
_ he ge
Pl=v2. |~
V2 (ho —1 go— 1)
I=P®P!
}_50_heho®~ﬁe ge
2 \0 ¢ ge go ho—1 go—1
_ he*%e—i—ho*ﬁo —1 hexge+ho*xgo—1
gexhe+go*xho—1 ge*xge+go*go— 1
hsh) |2 (hxg)]2
g*h) 12 (g%3)|2
O

2.2.17 Remark (Orthogonal filter bankdy.it holds i = h* then we have aorthogonal filter bankIn this
case from Lemma.2.16follows orthogonality betweeh and its even translates in the sense that

%-6:<h*ﬁ)J2

= (hxh") |2

1
(hyh —2-k)y=1<S2 k=0
0 :else

For the high-pass filter of an orthogonal filter bank hagjds h*_ — 1.
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Transformations between perfect reconstruction filter banks

In this section we want to explore operations on filter banks that do not interfere with the perfect recon-
struction property.

2.2.18 Theorem.

Prerequisite. Let (h, g) be a complementary filter pair. The filtercontains the factos, i.e. there is some

h' with h = b/ * s and the filterg’ is defined byy’ = g * s_.

Claim. The filter pair(h’, ¢’) is complementary as well. Intuitively spoken, factors can be moved from
one filter to the other including alternating the filter coefficients’ signs, while preserving the perfect recon-
struction property.

Proof. We start with Corollan?2.2.14

0—1=h_xg—hxg_
=h'_xs_xg—h'xsxg_

=h_xg —h xg_
O

We will need this property when considering vanishing moments in Seét®a

2.2.19 RemarkWe can also compute the dual filter péﬁl 5’) for the filters of the previous theorem. Due
to Definition2.2.12it is given by

W=(g —1)_
=(g*s_—1)_
=(g—1)_*(s-)_
=hx*s

g;’ =h_ 1

g ks =h_xs_—1
=h_+«1
=9
This means if the factas is moved fromh to g with alternated signs then_ is moved fromyg to h.

Another transformation which converts a perfect reconstruction filter bank into another one is the lifting
scheme which is described in Sectidr2. The lifting operation fixes one of the filtetsand g while it
changes the other one.

2.2.4 Multi-scale analysis

We have considered discrete versions of the wavelet transform as discrete convolutions, so far. We want
to bridge from the discrete wavelet transform to the continuous one in a more direct way. Is it possible to
replace the discrete input signaby a real functionf and is there a continuous wavelet functigrsuch
that the discrete wavelet transform with filtdr&ndg is simply a continuous wavelet transform sampled
at several discrete points? Actually, this is possible.

We want to interpret the coefficients of the interim signals of the discrete wavelet transfou, . . .
as coefficients of appropriately translated and scaled versions of some continuous funcktom coeffi-
cient vectorz; shall represent the functia; ¢ T 27. The functions representable iy shall be denoted
with V;. We expect that all functions that can be represented at a coarse scale can also be represent at a finer
scale, i.eV; 1 C Vj. If at some scale the high-pass coefficients vanispes=( 0), then a function at this
scale can also be represented at the next coarser scale. These claims are subsumed in the term multi-scale
analysis. Mal99]

In order to define the multi-scale analysis we need the notion eEazbasis, especially alRsz basis
of integer translates of a function.
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2.2.20 Definition RIESZ basis). A sequencef from Z — H of functions f;, from a HILBERT spaceH
is called a Resz basisof H if the set of linear combinations gf;, is dense inH and the norm irH is
equivalent to thé; norm of expansion coefficient sequences, that is

2
H{ABYCRoo Vee b (®) A-fel3< | D en-ful| <B-lel;

keZ H

2.2.21 Definition. If the sequence of translatés — & : k € Z) from a HLBERT spaceH forms a RESz
basis of the closure of its linear span, we say thagas the Resz basis propertys (), that is
B(¢) & 3{AB}CRso Veel(R) A3 < exely<B- e

2.2.22 Definition (multi-scale analysis, multi-resolution analysis).A multi-scale analysior multi-
resolution analysi®f L2 (R) is a sequencéVj 1j € Z) of spaces/; with respect to a functiow if the
following holds.

UV =£:(®) upper limit

JEL

ﬂ V; = {0} lower limit

JEZL
Vj Vign CV; nesting of spaces
Vi feVime fl2eV; scales of spaces

Vo ={cxp : c€ly(Z)}
B (¢) The integral translates @b must form a
v RIESZ basis.

2.2.23 Remark.
1. The space¥; form a chain of inclusion.

{0}c---cVhocWVicVyCV_1CV.aC---CL2(R)

2. From the scaling relation between the spaces it follows:

Vi={(cxp) 127 : c€ly(Z)}

3. Because of the nesting of the spa¢&sand because of the finer scales whi¢hhas in addition to
Vi1, it must be possible to represenin terms of small dilated versions of itself.

Vid{(cxp)12:cely(Z)}
= pl2el
icW
= ¢l12eW
Vb:{c*go:cefo(Z)}
=3Jcelh(Z) 2% cxp

The last line is known as thevo-scale equationr therefinement relation
We only know, thaty | 2 € V;, but we cannot assert that| 2 € {cx¢ : c€ ly(Z)}. Thus
in order to represent 1 2 in terms ofy we may need limit processes. Consequently we need the
RIESZz basis property in the lastimplication: Singec £- (R) we can bound the norm efand thus
the series implied by the convolution with the signaif potentially infinite size can be evaluated
in the £, (R) sense.
4. The operatorf — (cx* f) | 2 is linear, thusp is an eigenfunction of this operator with respect to
the eigenvalud.
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Figure 2.10: Refinement of a quadratic B-spline and the orthogomaBBCHIES-2 generator

5. Methods for approximating the shape of a refinable function are discussed in Sdttibn

2.2.24 Definition. Let i be a finitely supported signdl, € ¢, (Z). A function ¢ with ¢ € R — R which
satisfies a certain self-similarity condition

2. (hxg) |2 (2.2.9)

¥
alternatively Vi€ R () =2-) hy-p(2-t—k)
kez,

is called arefinable functiorwith respect to theefinement mask. Within a multi-scale analysis it is called
the scaling functioror thegenerator

If his used for the analysis transform thens called theprimal generator Analogouslyp, which is
the refinable function with respect to the synthesis generator missthedual generator

The Figure2.10illustrates how a refinable function can be assembled by shrunken versions of itself.

2.2.25 Remark.The term “refinable function” defines only a relation, not a construction. Until here it is
not clear what refinable functions for a mask exist (none, one, two, more) and whether there is only one
refinement mask for a refinable function. Sect®f.1shows ways of construction a refinable function
from a mask.

In contrast to most other wavelet related works we do not require that the mask sum is 1. This allows
gives us a little more freedom but is certainly more dangerous.

2.2.26 Definition. If ¢ is refinable with respect th and (h, g) is a complementary filter pair, then the
function« with ¢ € R — R which is a linear combination of integral translates-oi.e.

Yp=2-(g*xp) |2 (2.2.10)
alternatively V€ R () =2-> gi-p(2-t—k)
kEZ

is called awavelet functiorof a multi-scale analysis.
If g is used for the analysis transform theris called theprimal wavelet Analogously the wavelet
with respect to the dual wavelet masgks called thedual wavelet function

Figure2.11shows how a discrete wavelet is assembled of translated versions of the generator function.

2.2.27 Lemma.
Prerequisite. The functiony is refinable with respect th and it is integrable.
Claim. If the integral ofy is different from zero then its refinement mask sums up. to
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Figure 2.11: Build a wavelet from a generator: Wavelets of the biorthogonal wavelet basis
CDF-3,3 and of the orthogonalADBECHIES-2 basis

Proof.
p=2-(h*xyp)|2
=2- h 2
[o=2[ (@012
— [[nxe)
R
S
R
1:Zh \% /4,9:0
R
O
2.2.28 Lemma.

Claim. If a function¢ is differentiable and refinable with respectitdhen its derivative is refinable with
respect t@ - h.

Proof.
p=2-(hxyp) |2
o' =2 ((hxp) |2
=22 ((h*p) | 2)
=2-(2-hx¢') |2

O

Section2.2.5gives an example of a refinable function which both has integral zero and is the derivative
of another refinable function.

2.2.29 Remark According to a suitably generalised notion of refinement to distributions tha®im-

pulse is refinable with respect to Then itsj-th derivative must be refinable with respecto- 6. The

power functiont — ¢/ is refinable with respect 2=~ - §. The truncated power functiadn— t’, is re-

finable with respect to the same mask. This is related because the truncated power functions are intuitively
antiderivatives of the IRAC impulse.

2.2.30 Theorem.

Prerequisite. Let ¢y andy; be refinable functions with respect to the maskandh,, respectively. The
convolution of both functiongg * ; must exist.

Claim. The functionyg * ¢4 is refinable with respect thy x h;.
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Proof. We show thatpg * ¢ fulfils the refinement condition with respectig x h;:

4
2(h0*g00)*(h1*g01))l2
2 (ho*hy*wo*p1) |2

(1.2.5)

O
2.2.31 Lemma.
Claim. The refinement relation remains valid after discretisation.
Proof.
p=2-(hxp)l2
Qe=0Q2 (hxyp)|2)
=2-(Q(hx¢)) |2
=2-(hxQp) |2
O

It will be called thediscrete refinement relation

Since we need the terfh * ) | 2 frequently including nested forms we will introduce an operator for
it.

2.2.32 Definition. For a given mask from ¢, (Z) we define the linear operatgr;, as follows
Thr=(h+x)]2

2.2.33 RemarkThe operators;, and7;, are similar. Intuitively spokefk;, let a filter mask grow from

inside, that is the mask is stretched and then convolved wiBy way of contrast;, applies the filterh

to the outside of the input filter and then the result is shrunk. Both operators are designed in such a way
that simple iteration (operator power) makes sense. For instance if vigg, lgrow from the outside we

would need a parameter specifying the current level of refinement.

2.2.34 Remark.7T}, is a linear operator which can be represented by an infinite matrix. We will later
consider eigenvalues and eigenvectors. But the length of an eigenvector must not be chahge®by
what lengths can a finite eigenvector have? bk an eigenvector.

Nxz=Tpx
= (hxz) |2
ixex =ix((h*xx) | 2)
min(ix z) = min(ix((h * z) | 2))
min(ix h) + min(ix x)
2

2 - min(ix ) = min(ix h) + min(ix ) + (— min(ix ») — min(ix z)) mod 2

min(ix 2) = min(ix ) + (— min(ix h) — min(ix z)) mod 2
max(ix x) = max(ix h) — (max(ix h) + max(ix z)) mod 2
This means that the index interval of an eigenveatatarts atmin(ix k) or min(ix k) + 1 and ends at

max(ix h) or max(ix h) — 1. Thereforeix z C ix h and for considerations of eigenvectors we can restrict
the infinite matrix to a finite square matrix of size+ deg h.
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2.2.35 Definition. For a given mask from ¢, (Z) wherev is the smallest index of any non-zero entry
(v = min(ix h)) andx the biggest onex = max(ix ), we will call the matrix7', with 7, € R{¥#}?
and

(Th)jp, = h2j—k

hy,

hyta hui1r Dy

hyta huts hote hypr hy
Th

hm hnfl hn72 h/{*‘d h
hie he—1 h

thedyadic band matrixof A.
The special matriR - T'j,.p+ is called theransition matrixof h [SN97.

2.2.36 Theorem. _

Prerequisite. The filtersh, h are the low-passes of a perfect reconstruction filter bank, that is they fulfil
2-(hxh) | 2 = 4. The functionsp andy are refinable with respect tbandh, respectively. They are also
normalised t(:(go, §5*> = 1. The matrix2 - T', ; has the single eigenvalue 1.

Claim. The basis forlf, consisting of the translated primal generatorsgs orthogonal to the basis of
adjoint dual generators in the sense

1 k=0

Vk € Z (0,8" = k) = 0 :otherwise

Proof. We must show that

Qlpxp) =46 (2.2.11)

in other words:y * ¢ must be arinterpolating function B
Due to Theoren2.2.30the functiony * ¢ is refinable with respect th = h. Because of Lemma.2.31
for the discretised functiof® (® = Q(p * ¢)) the discrete refinement relation

d=2-(hxhx®)|2

holds.
We verify that® = ¢ is a solution of this refinement equation.
2. (h*hx0) |2 = 2-(hxh)|2
(2.2.6) 5

The matrixT’, ; is defined such that - 7', 5 - ® = 2 (h * h * ®) | 2. ® must be an eigenvector of
2-T, 5 with respect to the eigenvalue 1. This eigenvalue has multiplicity 1 and this means that there are
no other solutions to the refinement equation.
O

2.2.37 RemarkThe previous theorem can be considered as a light-weight version of the theorema of C
HEN, DAUBECHIES, FEAUVEAU [Dau93 which also tells wherp andy are functions of;, (R).

2.2.38 Theorem. B
Prerequisite. The primal filter pair(h, g) is complementary, angh, g) is the dual filter pair. The functions
v, v, o, are the corresponding primal and dual generators and wavelets. The generators are normalised



46 CHAPTER 2. FROM CONTINUOUS TO DISCRETE WAVELETS

to (¢, ¢") = 1. The matrixT’, ; has the single eigenvalue
Claim. The basis of the scaled primal functions is orthogonal to the basis of scaled adjoint dual functions.

That is
o~ (1 — k) 127 @**E)Tﬁ 1 i=iAk=k
v{j’k’j’k}cz < Voio Vi ~ )0 :otherwise
LT L (tp—>k)T2j ("/N)*_)E)TZE B

<

V(3T E) czni <] <(«/ ﬁ\//%mj’(@*_\;;)mv:o

Proof.
1. Without loss of generality let > j and seth = j — j.

<<wﬁkmﬂ‘ G _’k)T23>_<(w—>k)T2",zZ*_>E>

V2I ’ Vi V2
YA " *
_< 7 (2" - k), 1) —>k>

(@) Casen =0

w*NzZ 2-(gxgxpxp) |2
QY * 1) 2-Qg*gx(px)) |2
= 2-(g *g*Qtpw))M
(2211)2 (9+3) |
(227)6
(b) Case:n >0
“’\}Ti'*@ = 22 (REgxGred) |2

= 2"/2-(R2g*§*¢*<ﬁ)l2
P N N
Q(“ w) = 2"2.Q(Rpgxgxpx) |2

= 22 (Rpg+g+Qlp*9)) |2
é
— /2, (g*h* (Rg—lg) T2> 12

(1.22)

on/2. 2xRy g

(g*h)|
0

28

2. Letn=7j—3.
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Figure 2.12: Dual basis functions of the CDF-3,3 wavelet

3. This is analogous to the previous case.
O

Our goal was to find the connection from the discrete wavelet transform back to the continuous one.
The previous steps have shown how the discrete filters are related to continuous functions. But what about
the signal? If we turn the discrete signainto a function where each coefficient ofis the amplification
of small scaled translated generatgts.e. x x ¢, then the continuous wavelet transform with respeet to
with subsequent sampling is the discrete wavelet transform.

If we want to restrict the sampling to a finite number of scales we have to complement the largest scale
of wavelets with generators of this scale. Fig@r&2shows some basis functions for a discrete transform
interpreted in terms of continuous basis functions.

2.2.39 Theorem.

Prerequisite. Let = be a discrete signal; € ¢, (Z). Additionally the preconditions of Theoreth2.38

hold.

Claim. The discretised continuous wavelet transform with respect to a discrete wavelet basis can be
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obtained by discrete convolution with the refined wavelet n'iaélﬁg (see Definitior2.2.7).

ViEN VKEZ Wy (zep)@)@ K =2 (esRig)

Proof. We verify that the claim is even true if down-sampling is omitted, i.e. if we sample at each integral
k instead of’ - k.

@bTQj* *Q
Vo oY
:2j/2-7€%g*p*x*@
Q(Wu* (z* Q) (2’)) =2I/? x*RLg*Q(gy*@)
———

)

Q<Wu*($*§) (2j> le) =2//%. (:MRM) |27

Wy (z * @) (2j )

The last equation is equivalent to the claim. O

2.2.5 Generalisations

The main features of the discrete wavelet transform are the bijection (i.e. no redundancy and unique rep-
resentation) and fast computation (linear time if the size of the filter is neglected). The discrete wavelet
transform works on exponentially graded scales and a resolution which decreases with increasing scale.
This basic method can be extended in many ways. Probably every obvious generalisation of this scheme is
already proposed and investigated. We want to acknowledge some of them here.

Translation invariant transform

In this work we started with the translation invariant wavelet transform and came to the wavelet transform
with down-sampling. But usually the translation invariant transform is considered as an extension of the
critically sampled transform. We already got to know the transform where the sampling rate is the same
for all scales, but in Sectiof.3.20f this work we will also motivate a transform where the sampling rate
is increased by a constant factor for all scales (in our setting 2).

The first variant can also be considered as a discrete wavelet transform applied to shifted versions of
the signal. Wavelet coefficients from different transforms can then be merged to a total translation invariant
coefficient set but several coefficients in fine scales are present multiple tiGie35[CLO1]

Matching pursuits

Translation invariant transforms tend to produce a high amount of output. That is why the question arose
how to reduce the output data size while retaining the translation invariance. The idea is to replace the
basis of wavelets by frame intuitively spoken an “over-completel®sz basis”. In contrast to a basis

the functions of a frame need not to be linearly independent and thus the expansion of a signal into a
frame is not necessarily unique. This gives us more freedom of choosing appropriate frame members for
representing a signal.

We consider the frame of all wavelets shifted at the fine scale but select wavelets from it depending on
the signal content. A simple idea is to transform a signal translationally invariant and keep only the portion
of the largest coefficients. The problem is that we do not work with a basis but with a frame. That is the
wavelets correlate with each other and thus close to each large coefficient some other large coefficients may
exist.

An improved algorithm respects this problem: Perform a translation invariant transform and keep only
a small portion of the highest coefficients. Transform the signal back but amplify it in a way that each
coefficient is turned into a wavelet with its normal amplitude. This differs from the normal translation
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invariant reconstruction because there it is assumed that many coefficients can contribute energy to one
wavelet. The reconstructed signal should be an approximation to the original signal. Then subtract the
reconstructed signal from the original one and repeat the approximation for the residue signal.

This algorithm is callednatching pursuifMZ93, Mal99] and the related theory explains how many
large coefficients should be chosen in one go and when to abort the iteration. Redundancy in the wavelet
frame can also be achieved by different kinds of wavelets. By providing a wavelet dictionary which consists
of both tonal and transient audio atoms you can split a signal into these components.

Multichannel transform

Another approach addresses the graduation of scales. For instance if we down-sample the signal by a
factor of 3 at each level we obtain two high-band signals per level and the scales are powers of 3. In an
n-channel transform smooth generators can be produced by masks very similar to those popular for the
original 2-channel transform (we anticipate Sectiohere), namely(1,1,...,1) .

N————

n components

Then-channel transform is determined bysax n polyphase matrix. The transform can be considered
as splitting the signal inta interleaved slices, then apply a matrix-vector-convolution of the polyphase
matrix and the slices vector. The perfect reconstructability condition remains the same: The polyphase
determinant must be a monomial. This implies that the polynomials of each column must be relatively
prime.

A lifting decomposition (an anticipation, again, see Sec8di) is possible but even more ambiguous.
We can use the EcLIDean algorithm to find row additions that cancel, say, the left bottom element of
the polyphase matrix. Then we proceed eliminating the element above and so on. To make sure that
the top left element is non-zero you can either swap some rows before the elimination (the pivot strategy
of the Gauss elimination) or swap the rows on every lifting step (the lifting strategy). This procedure
can be continued to other columns until we obtain an upper triangular polyphase matrix. Because of the
determinant being a monomial all elements on the diagonal are monomials thus the elements in the last
column can be eliminated by— 1 scaled additions of the bottom row to the rows above. Then we proceed
with the columns to the left until we obtain a diagonal matrix. The lifting decomposition is rather much
like the Gausselimination. The main difference is that due to the missing division we need more than one
step for eliminating one matrix element.

If a square polyphase matrix poses in principle no problem — what about a rectangular one? A rectan-
gular polyphase matrix is of interest for a redundant transform like the one presented in 8exttoin
general we can neither compute a determinant of a rectangular matrix nor an inverse. But we can explore
conditions to reconstruct atomic signals, say a unit vector containing one monomial. If the polyphase ma-
trix is (hi; : (i,5) € {0,...,n =1} x {0,...,m — 1}) with n > m (equal or more rows than columns)
and the signal vector i§, (0) ,. .., (0)) then the transformed signal (8¢9, . . . , hn—1,0). Let the recon-

N————

m components
struction polyphase matrix béﬁm (4,0 €{0,...,m—1} x{0,...,n— 1}) then the reconstructed
signal isho,o * ho,o + - - - + ho.n—1 * hn—1,0 Which shall bes, again. That is both sefgho.o, . . ., 1,0}
and{ﬁo,o, . ,ﬁoyn,l} must fulfil a BEzouT equation. Since we consider univariate polynomials, this is

equivalent to the condition that a monomial is a greatest common divisor of the filters. This condition is
necessary but certainly not sufficient.
A necessary and sufficient condition for a (not necessarily square) polyphase ma#irg invertible
is that if there is somer x n transformation matri¥” such that the convolutional matrix produ€ts P
has a unit determinant. The condition is sufficient since with

P=(T®P)'a®T
P is a left inverse ofP because

P®P

(TeP)'@Tw®P
I



50 CHAPTER 2. FROM CONTINUOUS TO DISCRETE WAVELETS

E O
o/ o/

Figure 2.13: One level of a discrete wavelet transform based on fractional refinement

Conversely, the condition is necessary since if there is a left in/erskeP then there is a transformation
T, namelyT = P, which satisfies® = (T ® P)" '@ T.

A kind of a permutation matrix is a very simple choice forMore precisely]l’ ® P is a sub-matrix of
P generated by selecting some rows from it giite P)~! @ T puts the rows of the inverted sub-matrix
back to where they were taken frofh A transformation of this form is not possible for every invertible
P. Even more it would not make any use of the redundant data generated by the applicétion of

A more interesting choice i = PT because the® is a pseudo inverse (or ¥bREPENROSEIN-
verse). Bto99 Theorem 4.8.5.1] Consequently a monomial determinait’o$ P is a sufficient condition
for the existence of a MOREPENROSEInverse in the ring of BURENT polynomials. This is also a nec-
essary condition according to the following reasoning. Since determinants are defined only for square
matrices the proof of Lemma2.6cannot be adapted immediately. We will need two properties of pseudo
inverses in order to derive the necessary condition.

PaP=1 ‘ pseudo inverse lawP = P ® P& P
PeP®Pa®P=1I ‘ pseudo inverse law? ® P = (P ® P)"

PeoPTePTeP=1
det(P @ PT) s« det(PT ® P) =4

Consequently bothet(P @ PT) anddet(PT @ P) must be monomials.
But the existence of a pseudo inverse is not necessary for perfect reconstruction. E.g. the polyphase
(13 _1)

matrix P with P = ( (1,1)

) has a left inverse - ((1) (1)) but det (PT @ P) = (2,0,2) isnota

unit.

As described above a left invertible polyphase matrix can be decomposed into lifting steps with the
modified Gauss elimination. The upper triangular matrix generated by thres&s elimination (in a re-
dundant transform, i.ex > m, the lowern — m rows are zero) can be inverted from the left only by a
(non-square) upper triangular matrix. We conclude that the elements on the diagonal must be monomials.
Thus the second phase of the elimination works which turns the triangular matrix into one of diagonal
shape.

Multichannel transforms are more popular for multi-dimensional filters. (See below)

Fractional refinement

An integer factor between scales is often too large. How can one achieve fractional scale factors?
If we want a scale factor of- then the computation of the low-pass band becomes

y=(hx(x1m)|n

(cf. Figure2.13.
For complementing the low-pass band with a high-pass band we can use the multichannel approach of
the previous section with square polyphase matrices. In contrast to the multichannel approach we do not



2.2. DISCRETE WAVELET TRANSFORM 51

choose a single channel as low-pass channel which is cascaded but wechs@nels for the low-pass
cascade from a total of channels. From the computationgfollows

y—k]lm=(hxxTm)|n—Fk]|m
= (hx(zTm)—(n-k))|m]|n | (122
=(h—(n-k)|mxx)|n | Lemma2.2.3
n—1

= (h—=(n-k=m-j)|m]n)x(x—j|n)
which let us choose the low-pass portion of the polyphase m&terd the sliced input signalaccording
to

Vke{0,....m—-1}Aje{0,...,n—1} Poj=h—n-k—m-j)|(n-m)
vje{0,...,n—1} xj=z—j|n

E.g. for a ratio of 3/2 we use&ax 3 polyphase matrix. The input signaland the output signal sequence
y are connected by

Yo h|6 h——-2]6 h——-4]6 |3
y|=|lh—3|6 h—1]6 h—-1]6]®|x—1]3
Yo ? ? ? x—2]3

Now, y, andy, are merged to a total low-pass band, preciggly 2+y, T 2 < 1. This signal is then fed

to the next level of the transform. With a square matrix this transform is not redundant. However it is easy
to extend this method to redundancy by switching to non-square polyphase matrices. Perfect reconstruction
is treated exactly as in the previous section about a multichannel transform.

It remains the question how this kind of subband coding can be interpreted in terms of wavelets. An
essential difference to the transformations mentioned above is that the wavelet and generator functions
do not have uniform shapes. The question arises how different the shapes are and how to make them
approximately uniform. The computation of the low-pass band suggests that the refinement egagon (
becomes

p=—-(hx(pTm) In

for fractional refinement. But this cannot be true since the shapes of the shifted generator€oiffdr [
Instead we can state a refinement for the sequerafeall generators.

n
Pr = a . Zhnvjfrrk CPj T m ln
JEL

Another central question here is how to assert smooth wavelets. (We anticipate the treatise in Sec-
tion 4.2) In [RB97] it is shown that similar to the case of integral refinement factors masks of the form
(1,1,...,1) lead to smooth generators. Herés the numerator of the (cancelled) scale fagtorExpe-
N————

»n components
rience shows that the shape of smooth wavelets and generators depend only slightly on their position.

Multi-dimensional wavelets

The next generalisation presented here is the increasing of dimensions of the signal. So far we considered
only functions fromR — R and discrete signals frory (Z). This can be extended @ dimensions,
namelyR? — R and/, (Zd). If we want to treat images it id = 2, for video streams or true 3D images

itisd = 3.
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The most simple extension is a wavelet transform which is applied separately to some dimensions. For
an image this would mean to apply a one-dimensional wavelet transform to each row and then to each
column. If the rows are transformed with generatgrand wavelet), and the columns are transformed
with generatorp; and wavelet); then the composed transform can be considered as a transform with
respect to the two-dimensional generatgre ; and the waveletgg @ 1, wo @ Y1, o @ 1.

The next generalisation is to leave tensor product functions and to turn to general higher dimensional
functions, namely fronR¢ — R. With a refinement by the factdrfor all dimensions we have/e’ x k¢
polyphase matrix containingrdimensional filters, i.e. polynomials with respectiteariables. For a square
matrix the necessary and sufficient condition for invertibility is again that the determinant must be a unit.

For multivariate polynomials the connection between the greatest common divisor and the solution of
the BEzouT equation does no longer hold. More precisely, for multivariate polynomials p, ¢, r the
equation

Tkpt+ykq=r

preserves that a greatest common divisop afnd ¢ must divider, too, because any common divisor of
p andq dividesr. But it is no longer true that a greatest common divisop ahdg can be expressed by
a linear combination of them. For instance the two-dimensional masks (i.e. the two-variate polynomials)

(3 ?) and (1) (1) are relatively prime, but their greatest common diviémr) cannot be represented

by a linear combination of them.

This consideration shows that a necessary condition for perfect reconstruction is still that the elements
in a column (or a row) of the polyphase matrix must be relatively prime. By expanding a determinant
with respect to a column it becomes clear that it must be possible to represent a monomial by a linear
combination of the elements of this column. But here this condition is stronger than the request for relative
primes. An alternative formulation is that the ideal spanned by all elements of a column must contain a
monomial (and thus all polynomials). A formulation wittRGEBNERbases like “the reducedK®EBNER
basis of the column elements must fig” is not so obvious because we haveURENT polynomials
rather than ordinary ones. Approaches for not only biorthogonal but even orthogonal filter banks are also
more involved for higher dimensions1pa9q.

The next generalisation concerns the shrink operation. Beyond uniform shrinking in each dimension in
higher dimensions it is possible to transform affinely. We will redefine the shrink operation for matrices as
factors.

Vt e REAM € R (f | M)(t) = f(M -t)
Analogous to Definitior2.2.24this let us define refinable functions with respect to a general (but integer)
dilation matrix M, M € Z4*4 [BW92, Kla01] and a higher dimensional maskh ¢ ¢, (Zd).
p=detM-(h*x¢) | M
alternatively Vit € RY o(t) =det M- Y hy-p(M -t — k)
kezd

The multiplication withM maps the gridZ? to an affinely distorted grid/ - Z<. The columns of
M contain the vectors of thearallelepipedthe half-opened boj0, 1)¢ is mapped to. Thus the shrinking
operation reduces a parallelepiped to this unit box. Eachibex[0,1)? with k& € Z¢ contains exact

one integral point# ((k +[0, )4 N Z‘i> = 1) whereas the transformed badx - (k + [0,1)¢) contains

|det M| integral points # (M ~(k+0,1)4) N Zd) = |det M[). This reduction factor means that the
factor spac&.?/(M - Z4) containg/det M| distinct moved variants af/ - Z<. This is also the number of

input and output channels and the size of the polyphase matrix (cf. Figlde
Multiwavelets

The multiwavelettransform processes a certain number of signals and generates the same number of
wavelet transforms. But it is not only the parallel application of some wavelet transforms to some sig-
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Figure 2.14: Refinement with a general dilation matrix: The m r§< i represents the

basis vector$3, 2) and(1, 4) which span the dotted lattice. All crosses are images with respect
to the dilation of points within the unit box. The absolute value of the determinant is 10, thus
there are 10 crosses in the half-open parallelogram. (One cross coincides withtheot.)

nals but the wavelet transforms are interleaved. It is useful to put the filters for the generators into a matrix
H from £, (Z)"*™ and setup a matrix refinement equation for the vedtof generators® € (R — R)").

Be careful to not mix this up with the polyphase or modulation matrix. Analogously there is a rGatrix
describing the wavelets in a vectér

o= (12)o0(He0)
U= (12)0(G® D)

Note that we use the function composition here to apply a function to all elements of a vector as
described in the introduction (SectiGr?.1).

Each level of the transform can be described by a polyphase matrix which is organised in bld€ks. If
is the vector of input signald}, the vector of low-pass outputs aligl the vector of high-pass outputs then
one transformation step can be expressed by

<n>:meH umenwﬁ®< (12)0X )
Vi) 120G (12e(=1eG) " \(2o(=1)oX

This representation clearly shows the connection to the multichannel wavelet transform (see above).
An n-wavelet transform withn channels from whicl: low-pass channels are chosen for cascading can be
considered as a scalar wavelet transform withn channels from which - k& are cascadedRIN9q

The interpretation of the discrete input signals in terms of multiwavelets is that each signal contains
coefficients of another generator function. If you interpret a single signal as a sequence of coefficients for
a cycling list of certain generators then the multiwavelet transform becomes useful also for single signals.
If the generators are equal (or at least do not differ too much) then it is reasonable to simply split a single
signal inton slices before applying the multiwavelet transform.

By dropping the restriction of uniform shapes of all versions of generators and wavelets in a basis some
combinations of features like finite support, orthogonality, symmetry, and interpolation are possible which
are impossible for the plain DWTEHM94, Sel99 The deviations in shape may be even reduced to a
negligible amount.

Recursive filters

There is also an extension which is not related to the structure of the transform but to the nature of the
wavelets. A criterion for perfect reconstruction is that the polyphase matrix has a monomial as determinant.
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This is necessary because in the ring afURENT polynomials only monomials are units. This restriction
can be lifted by allowing fractions of filters. Division of filters means polynomial division, in general this
results in a series. Because the filters ar&/RENT polynomials the division is ambiguous. Polynomial
division is known asecursive filterfHam89 or infinite impulse response filtéshortlIR filter) [Z0102] in
the signal processing community or as the solution of a lidéarence equatiowith constant coefficients
to the math community{PO1].

Fractions of filters provide more degrees of freedom. For example with plRENT polynomials
only the generators of a discrete wavelet transform are refinable functions, but a wavelet becomes refinable
when fractions of filters are allowed for refinemerg@Sz99

If (h, g) is the filter pair of a discrete wavelet transform wheres refinable with respect th and
is the wavelet associated withthen) 1 2 is refinable with respect tth = (g T 2)) # g. The form of this
expression reveals how to derive it: We expand 2 into generators according to the wavelet definition,
then we lift the generator one scale higher, then we go back to the wavelet, which is now also one scale
larger, namelyp T 4.

Yp=2-(gx¢p) |2
Y12=2-gx¢p
(g12)xh*(p12)=2-(g12xgxhxyp)
(gT2)xhx(¥T72)=gx(g12)x(p12)
because) 14=2-(g712)*(p12)
2:(g12)xhx(p12)=gxT4)
2:(gT12xh)#gx(¥12)=9T14

It is interesting in which case a wavelet is also refinable with respect to a finite (non-recursive) filter,
that is in which cases can1 2 x h be divided byg. If the filter bank allows perfect reconstruction then
h andg are relatively prime, that ig must divideg 1 2. Thus alsog_ must divide(g 1 2)_ which is
equal tog T 2. Thuslem(g,g-) must divideg T 2. Because of perfect reconstruction afs@and g_
must be relatively prime which implidsm(g,g-) = g * g—. The polynomialyy x g_ andg 1 2 have
the same degree. It follows that they are equal apart from a weighting. We can spétlinear factors
which leads to an 1:1 correspondence between linear factgramdg_ and quadratic factors af T 2. If
rxx_=c-xl2andy*xy_ =d-y T 2then

(xxy)x(zxy)_ =xxx_*y*y_
=c-d-z]2xy]2
=c-d-(xxy) ]2

For which linear factors does the condition hold?

(1,0) % (1, —a) e (1,0, )
(1,0, foz2) =c-(1,0,c)
c=1
a € {0,-1}
For o« = 0 the linear factor is a constant factor. This means that masks of refinable wavelets must be
convolutional powers of the magh, —1).

An example for this observation is that theakkR wavelet (mask(1,—1)) is refinable with re-
spect to the doubled maslk- (1,2,1) of the hat generator function (cf. Figugl5. We verify that

(% (L, 1) % ((1,-1) T 2)) #(1,-1) = 5 - (1,2,1). Because of Lemma.2.28this is no surprise since
the HAAR wavelet is in some sense the derivative of the hat function. (To be precisenthre Wavelet is
theweak derivativef the hat function.)
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Figure 2.15: Refinement of a wavelet: The linear B-spline (hat function) andAh& avelet
are refinable with respect to essentially the same mask. The mask forathe Wavelet is
amplified by a factor of 2 compared to that of the hat function. Therifunctions are slightly
distorted in order to reveal overlapping lines.
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Chapter 3

Matching wavelets

In this chapter we will derive a main result of this work: A method for designing a wavelet that matches a
given pattern. This is somehow similar to previous work of the authbiO[l]. Again, the lifting scheme

plays a central role. The application ifi{i01] is image compression and the approach is to generate image
specific wavelet filters which minimise the energy on the high-pass bands before quantisation. The wavelet
filter is adapted separately for each level of the transformation.

Our current goal is different: We want to compute one wavelet filter bank for a wavelet that matches a
pattern. The designed wavelet is the same for all levels disregarding dilations. This constraint can be easily
dropped while retaining perfect reconstructability but it causes problems when it comes to the numerical
analysis of the reconstruction.

At the end of the chapter we will know how to design matched wavelets efficiently. This allows us a
discrete wavelet transform with respect to a matched wavelet with perfect reconstruction and the typical
efficiency of the discrete transform.

3.1 Refinable functions

Refinable functions as introduced in Definiti®r2.24originate from considering the discrete wavelet trans-
form as discretised continuous wavelet transform. Discrete wavelets are linear combinations of integral
translates of refinable functions. Thus it is worth exploring properties of refinable functions first.

3.1.1 Construction of refinable functions

Until now we have only considered a lose connection of a refinable function with a refinement mask. We
will now construct refinable functions from refinement masks.

The cascade algorithm

The cascade algorithnuses the refinement relation for the approximation of the shape of a refinable func-
tion. The refinement relation

p=2-(hxyp) |2
is interpreted as recursively defined function sequence with
@j+1 =2 (h*xp;) |2

According to Btr9§ Theorem 3 and 4] the iteration converges with respect tohéR) norm if
VteR Y czv0(t —n) = 1andif2- T} has the eigenvalueand all other eigenvalues have a smaller
absolute value.

57
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The cascade algorithm can be used to approximate the shape of refinable functions. We look for a
function which is refinable with respect fa For simplification we letn = 2 - h. We start with the
characteristic functioryo ;) which is clearly an admissible starting function. Affeiterations we obtain

pj=(mx...(mx*(m=*py) | 2)...)]2
= (R, 0% po) | 2

This can be verified with the Definitioh2.10f R,,:
Base case: o = R2.5 * o
Recurrence: ;41 = (Rj 5 * (,91) 12

Ry,0 5+ (m  ¢o) 1 2) | 27

(
(R 5T2*m*@0)l2j+1
( RI6 wO)izﬂ‘“

(R+5w)12ﬂ'+1

This means thap, is a linear combination of translates ira’-lattice of oy | 2’ which are rather
narrow functions. Thus the shape (07&;15 * <p0> | 27 is dominated byR? ¢ and you can argue that the
shape ofR? § approaches that of | 27 for increasing;.

The cascade algorithm can be implemented as recursion

rog = 1)
Tj41 Z.’I}]*(TTLTQJ)
The shape of the corresponding wavelet can be approximated y2 - g 1 27).

There is an alternative approach for the approximation which leads to a slightly different algorithm. A
single coefficient in the wavelet transform represents a generator or wavelet function. You can reconstruct a
generator or wavelet approximation by reconstructing (Corofla?yl ]) a wavelet transform that is entirely
zero except for one coefficient.

rog = )
i1 =(x; 12)*xm
This method is equal to applying the refinement operator multiple times yietding = 2 - R7 h for the
generator and - R/ g for the wavelet.
The difference between these two algorithms is the same as the one mentioned in R@m3a&rk

All figures (including of course Figur@.1) of refinable functions in this thesis were prepared with this
“inner” cascade algorithm.

The infinite product

The “inner” cascade algorithm can be performed in the frequency domain, too. This is especially useful
for exploring the smoothness of refinable functions. In tkeeRIER domain the convolution becomes a
multiplication and convergence can be considered pointwise.

2-(hxep) |2
(hxp)12
= (912
s =1 (5) ¢ (3)

Insert the refinement relation f@rrepeatedly. Assume thatis continuous at 0.

p =
9
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Figure 3.1: The “inner” cascade algorithm for the Daubechies-2 wavelet basis: The left column
shows approximations of the generator, tha i§R/, h, and the right column shows the wavelet
approximatior2 - R, g both at2—7~* rasters forj € {0,...,4}
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B(6) = 3(0) - ﬁ h(27¢)

Note that the last step yielding the infinite product is informal. We cannot conclude from an arbitrary
number of substitutions to a limit. We have not derived that the frequency spectrum of every refinable
function can be represented by this product, we only know that every function representable by the infinite
product is refinable. Indeed from Sectidr2.5we already know a counterexample: TheAkR wavelet is
refinable with respect té - (1,2, 1) but the sum of the mask coefficientithus the product diverges for
£E=0.

3.1.2 Transfer operator

A refinable function is an eigenfunction of the transfer operator as defined in Defigi2atd Thus the
filter mask and the dyadic band matrix (Definitiar2.35 are the objects we must consider in order to find
out details about a refinable function.

Evaluating refinable functions for integer arguments

If you discretise the refinement equation on both sides as in LetnZn@lyou obtain an equation system
whose solution yields the values of the refinable function at integral positionsy betrefinable with
respect tah, and letv be the lower and the upper index ok. Then we obtain

Qe=2-(h*Qp) |2

o(v) e(v)
pr+1) pv+1)
) =2-Th- :
() o)
sa(V)1
0=(2-Th—1I)- Wji )
o(k)

To obtain a solution different from zero the mateix 7';, — I must be singular, that i&;, must have the
eigenvalue}.

Once we have the values for all integral arguments we can obtain the valye®ioéll dyadic argu-
ments, i.e. all arguments of the forkn 27 for k € Z and;j € Ny. For simplicity we use the substitution
m = 2 - h, again.

pl2=mx*gp
Qe 12)=Q(mx*yp)
=mxQp

This computation can be iterated, where jlteiteration step is

@12 = (mxyp) 12/
Qp127) =Q((m+y) 127)
:mT2j*Q(<pT2j)

By unrolling the iteration we obtain the explicit formula

Q(w 1 2j) =R},6%Qp
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Evaluating scalar products of refinable functions

The algorithm of the previous section can be re-used for the computation of scalar products between trans-
lates of two functionspy andy; which are refinable with respect tg andh, respectively. PM93] It
holds

(o — to, 1 — t1) = (o, 1 — (t1 —to))
= (o * p17)(t1 — to)
Due to Theoren2.2.30the functionyg * 1 * is refinable with respect thy * ;™. With the algorithm
in Section3.1.2the scalar products of all dyadic shifts can be computed irrespective of a constant factor.
Properties of the dyadic band matrix

3.1.1 Theorem.

Claim.
trace T’y - trace T, = trace T gy,
Proof.
traceT'y = Zgj
JEL
= FEg(1)
1.2.4)
Eg(1)-En(1) "2V E(gxh) (1)
O
3.1.2 Lemma.
Claim. For each filterh the filter h * h_ has zero coefficients at each odd index.
hxh_=(h*xh_)]272
Proof.
(hxh_)_=h_x(h_)_
=h_=xh
=hxh_
Becausec. =z = ax =2 | 21 2itfollowsthath«h_ = (h+xh_) | 27 2. O

The determinandet 7'y is a homogenous polynomial term with degiee deg g with respect to the
variablesg;. Please note the difference in viewin@gs a polynomial here! The polynomial textat 7',
consequently is also homogenous with respect to the coefficien@rafh and is of degre@- (1+deg g+
deg h).

3.1.3 Theorem.
Claim. The termdet 7'y, contains the factordet 7', anddet 7'y, but with possibly less multiplicity.

IeN  (detTy-detTy) | (det Tgun)”
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Proof. Due to HLBERT’s Nullstellensatz \VeiO5 HILBERT's Nullstellensatz] it is enough to show, that
det Ty, is zero whenevedet ', or det 7'y, is zero. This way we cannot prove thalet 7', - det T'p,) |
det 1’45, becauselet 1’y may contain a squared factor wheke 7', contains the same factor only once.

Without loss of generality we prowtet 7'y = 0 = det T'y., = 0. The conditiondet 7', = 0 means,
thatT', is singular which in turn means that there is a non-zero vectdgth 7'y - p = 0. This is equivalent
to (g * p) | 2 = 0 whereixp C ix g. We verify that a vector from the kernel @f,.;, is h_ * p. Indeed it
has the proper index interval, because

ix(h_ xp)=ixh_ +ixp Cixh+ixg =ix(g *x h)

(gxh*(h_xp))]2=((h*xh_)] 2T2*g*p)]2 Lemma3.1.2
—(hxh) | 25 (g+p) | 2 (22
( xh_)|2%0

O

3.1.4 Remark.Assume ap with ixp C ixg and(g * p) | 2 = 0 thenmin(ixp) > min(ixg) and
max(ix p) < max(ix g) because the first and the last coefficienyoefp are products of the first and last
coefficients ofg andp, respectively.

Due to Lemma&.2.3the equatiorig = p) | 2 = 0 is equivalent to

gl2xpl24+(g—1)12x(p—1)[2=0
This is a BEzouT equation, again. It holds

deg(p | 2) < deg((g — 1) | 2)
deg((p — 1) | 2) < deg(g | 2)

because < 1 has at least two non-zero coefficients more tha the left end and the same is valid for
andp — 1. This means thaj | 2 and(g < 1) | 2 have a non-trivial common divisor.

Thusdet T, = 0 if and only if g disallows perfect reconstruction (cf. Corolla2y2.§), regardless
whether it is used as low-pass or as high-pass filter.

This result is already nice but we can improve it considerably. We will now derive a factorisation of
det T'4.;, and besides this will yield an efficient computatiordet 7',

3.1.5 Notation. Until the end of this section we want to consider polynomials with zero as least index
where the leading coefficient need not to be zero. Thét,i8, 1) and(1,2, 1,0) shall be different poly-
nomials. To this end we attach a non-negative integer to each polynomial which tells the highest index
of coefficients to be considered. It induces the domain of the mask, calledi. The domaindom A

is a contiguous set of the fordD,...,n} with n > 0. The domain must address at least all non-zero
coefficients ofh, i.e.h; # 0 = j € dom h. For anyh € (Z — R) x Ny we introduce the notations

#h = max (dom h)
first h = hmin(dom h) = ho
last h = hmax(dom h) = h#h

Vi € Ny (keepeven h)g.; = ho.;
V] € Ny (keepeven h)2.j+1 =0
Vj € Ny (keepodd h)a.; =0

V] € Ny (keepodd h)z.j+1 = hg.j+1
On down-sampling the domain shrinks accordingly.
#hJ

#(h|2)= {2
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The functionroots computes the multiset of roots of a polynomial. That is iffas convolutional product
it holds

h=lasth - H (—a, 1)

a€Eroots h

We continue with an observation about the structuré gf Reordering of the columns df , reveals
the similarity to a SLVESTER matrix.

3.1.6 Definition (SYLVESTER matrix). Given the polynomialg andh from (Z — R) x No with n = #g
andm = #h. Now the S'(LVESTER matrix S, j, from R{0:-mam=1hx({0}>{0,..om=1}U{1}>{0,...n—1}) jg
defined by

(Sg.n)j0.k) = G-k
(Sgn)j. 1k = hj_r  [Strog Definition 15.10].

Considering the polynomials as columns we could also write informally
Sgh = (g g—1 ... g—(m—-1) h h—1 ... h%(n—l))
For instance fo#tg = 4 and#h = 3 the SYLVESTER matrix is

go 0 0 ho 0 0 0
g1 go 0 hy ho 0O O
g2 91 9o ha hi hg O
Sgn=193 92 g1 hs ha hi ho
g+ g3 g2 0 hs hy Ny
0 g2 g3 0 0 hy he
0 0 ga 0 0 0 hg

This matrix was introduced to describe theBuUT equation as simultaneous linear equations. For
polynomialsg, h, x, y with #a = #h — 1 and#y = #g¢ — 1 it holds for the concatenation afandy

Sg.n <§> =g*xx+hx*xy

This means for givep, h andp we can determing andy with gxx+hx*y = p by solving the simultaneous
linear equations, , - <z> = p. (With the size ofS, ;, as defined abovép is limited to#g + #h — 1.)

We know that the BzouT equation can be solved if and onlygid (g, k) dividesp. The question whether
g and h have a non-trivial common divisor can be answered with thievEsTER matrix, too. Without
constraints the equatign« « + h « y = 0 is e.qg. fulfilled byx = h, y = —g. But if we restrict the degrees
of x andy by #x < degh and#y < deg g theng andh must have a common divisor in order to allow

non-trivial solutions. Non-trivial solutions of the homogenous equatipn- 5 = 0 are possible if and
only if Sy 1, is singular, or equivalentlylet S, , = 0. This determinant got the name resultant.
3.1.7 Definition (Resultant). Given the polynomialg andh theresultantis defined as
res (g, h) = det Sy 5,
[Str98 Definition 15.12].

The resultant can be used to eliminate variables in a multivariate polynomial equation syste(y.) Let
andh(y) be univariate polynomials parametrised by a tuplef some variables. Sg,andh actually are
multivariate. If we want to find: andy such that botht (g(y)) (z) = 0 andE (h(y)) (z) = 0, then this
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is only possible ify(y) andh(y) share some roots. This is equivalent to the conditierg(y), h(y)) = 0.
If (y,z) — E(9(y)) (z) and(y,z) — E (h(y)) (z) are multivariate polynomial functions then—
res (g(y), h(y)) is also a multivariate polynomial function with one variable less. If more polynomial
equations are available then this method can be used to successively eliminate variables.

We do not need this application but we want to use other properties of the resultant to show our factor
theorem.

3.1.8 Lemma (Properties of the resultant).

Claim.
res (g, h) = 0 < g andh have a non-trivial common divisor (3.1.1)
res (g, h) = (—1)#9#" . res (h, g) (3.1.2)
res(g—,h) = res(h_,g) (3.1.3)
#9g=0=res(g,h) = (ﬁrst g)*h (3.1.4)
#g=H#h+ #s=res(g,h) =res(g+ s*h,h) (3.1.5)
res (g, (0, ho, h1,...,hy)) = first g - res (g7 (ho,h1,--,hy)) (3.1.6)
res (g, (ho, hi, ..., hy,0)) = last g - res (g, (ho, h1,...,hn)) (3.1.7)
VA € R2%2 A 4tg = #h A ( ) =A- (Z)
res (z,y) = (det A)#9 - res (g, h) (3.1.8)
res (keepeven g, keepodd g) = first g - last g - res(g | 2,9 < 1| 2)2 (3.1.9)
res(g,g-) = (—=2)#9 -first g - last g - res(g | 2,9 « 1 J 2)2  (3.1.10)
last g # 0 Alast h # 0 = res (g, h) = last h#9 - last g#" . H H —a) (3.1.11)
a€roots g Beroots h
res (g * h,p) = res(g,p) - res (h,p) (3.1.12)
detTy = (—I)L#J first g - lastg -res(g | 2,9 — 1| 2)
(3.1.13)

Proof.

e (3.1.1) was already shown above.

e (3.1.2 is because of swapping columns in a matrix changes the sign of the determinant.

e (3.1.3 results from 8.1.2 and the fact that changing the sign of a column or a row changes the sign
of the determinant.

e (3.1.4 describes the determinant of a scaled identity matrix.

e (3.1.5 is a consequence of the fact that adding linear combinations of some columns to a different
column does not change the determinant.

e (3.1.6 can be verified by expanding the determinant with respect to the first row.

e (3.1.7 can be verified by expanding the determinant with respect to the last row.

e (3.1.8 is due to multiple application of the linear transformation to all pairs of corresponding
columns and the determinant product theorem.

e (3.1.9 describes the effect of reordering rows and columns in theySSTER matrix.

. g) _ (1 1) [keepeveng
e (3.1.1Q is a result from 3.1.8 and @.1.9 because(g ) = (1 _1) (keepoddg) and

1 1
det 1 17 —2.
e (3.1.1) is proven in Btr98 Definition 15.14]. The product is obviously zero if and onlyigind
h share roots. Although it may contain factors which are not in the ring of coefficientanél 2
the product belongs to this ring. This is because the product is invariant with respect to arbitrary

permutations of the rootsS[r98 Definition 17.2]
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e (3.1.12 is justified by 8.1.17 and the fact that for all polynomialgs and i the roots ofg « h are
those ofg and ofh: roots (g * h) = roots g U roots h.

¢ (3.1.13 follows from expandinglet 7', with respect to the first and the last row yielding the factors
first g andlast g, then reordering the columns.

O

3.1.9 Remark (Fast computation of the resultafpgether, 8.1.4), (3.1.9 and @.1.7) allow us to use the

EucLiDpean algorithmfor fast computation of the resultantStf98 Definition 15.12] Assumed that is

the larger polynomial we can cancel some of the coefficiengsagicording to 8.1.5. With (3.1.7) we can

reduce the number of coefficientsAs soon as the shortengdbecomes shorter thanwe exchangeg and

h. The cancellation is repeated until one polynomial reaches degree 0, then weapglhyahnd stop.
With (3.1.13 we can computelet 7', efficiently.

Now we have all prerequisites for improving Theor8ri.3

3.1.10 Theorem.

Claim.
detTy-det Ty -res(g—,h) = det T'gup
Proof.
res(g*h,(g*h)_) = eﬁ(g, (gxh)_)-res(h,(g*h)_) | (3.1.12)
=res(g,9_) -res(g,h_) -res(h,g_)-res(h,h_) | (3.1.12)
=res(g,9—) -res (h,h_) - res (g,h,)2 | (3.1.3)

h) -last (g« h)-res ((g*h) | 2,(g*h) — 1 2)?
(— )#g-ﬁrstg-lastg-res(gj 2,g—1]2)%
(=2)# - first h - last h-res (h | 2,h < 1| 2)* -res (g, h_)° | (3.1.10)
first (g % h)? -last (g« h)* -res ((g* k) | 2,(g*h) — 1| 2)*
= first g - last g% - res (g | 2,9 — 1] 2)*
first b2 - last h? -res (h | 2,h — 1| 2)* - res (g, h_)?
|first (g = h) - last (g * h) -res ((g* h) | 2,(g*h) — 1| 2)’
= |ﬁrstg-lastg-res(g] 2,9+ 1| 2)|
‘ﬁrsth-lasthmes (h]2,h—1]2)- res (g,h,)|
det Tgup, = det Ty - det T'p, - res (g—, h) | (3.1.13)

(_2)#(g*h) . ﬁrs (

3.2 Lifting scheme

In this section we want to derive tHiting schemgDS99. The lifting scheme is a parametrisation of
perfect reconstruction filter banks. This means, every filter bank generated by lifting is a perfect recon-
struction filter bank, and in turn every perfect reconstruction filter bank can be represented by lifting. We
need this parametrisation in order to match the shape of a function with a discrete wavelet while asserting
perfect reconstruction.

Lifting is tightly connected to the &cLiDean algorithm so we will shortly introduce it.
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3.2.1 EucLiDean algorithm

3.2.1 Definition (Greatest common divisor).Given two element# andg of an EucLIDean ring, the
elementu is called agreatest common divisdirall common common divisors df andg divide .

All greatest common divisors of two elements differ only by a unit factor.
The BucLiDean algorithmcomputes a greatest common divisoof two elementg andg. Addition-
ally it finds elements: andy that solve the BzouT equation

h-y+g-z=u
and it generates a list of computation steps that we willldalg stegs later.

3.2.2 Definition (EucLIDean algorithm). The two element$ and g from an EucLIiDean ring are the
inputs. We compute

po=h
P1=9g
Pj+2 = pj mod pjt1

=DPj —Pj+1°5;
This is repeated untih, 1 = 0. The result of the algorithm ig,,. [Str98 Example 1.26c]

3.2.3 Lemma.
Claim. The result: of the EucLIDean algorithm applied tg andh is a greatest common divisor gfand
h.

Proof. We show the invariant that each p&ir;, p;;+1) has the same common divisors @sh). This is
shown by induction. The base case= h, p; = g is trivial. The induction step consists of the observation
that the pait(p; 11, p;+2) has the same common divisors(as, p;+1). This is true because every common
divisor of (p;+1,p;j+2) is a common divisor ofp;, p;+1) and vice versa. This in turn is provided by the
fact thatp; andp; o differ by a multiple ofp;;.1, namelyp; o — p; = pj+1 - ;.

Because we have anUELIDean ring, there is a size functighsuch that the remainder has always
a size smaller than the divisor. This implig¢ép;2) < f(p;+1) which let the algorithm terminate with
f(pn+y1) = 0, this mean®,,.1 = 0. Thus the set of common divisors gfand+ is identical to the set of
common divisors op,, and0. All ring elements are divisors @ Consequently the set consists entirely of
divisors ofp,,. A divisor of p,, which is divided by all divisors op,, is clearlyp,, itself, which implies that
pn, is the greatest common divisor pf andp,, ;1. O

The elements; can be used to re-assemble the PAirg) from scratch.

pi )\ _[si 1) (pin

Pj+1 Lo Dj+2
n—1

h) s; 1 u

()-T(¢ o))
j=0

This is the idea which underlies the lifting decomposition.

3.2.2 Translation invariant lifting

At the beginning we want to derive a lifting scheme for the translation invariant discrete wavelet transform
as introduced in Sectioh 2.2 That is we have the primal filtefsandg and search for dual filters andg
with

hxh+ gxg=2>
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) )

o] [ [ ][]

S

Figure 3.2: A translation invariant wavelet transform implemented according to the lifting

scheme. The matrices of the for ‘zj g would have to be represented by crossings. We

resolve these crossings by swapping the channels after each lifting step.

Since¢ is a convolutional unit we know that is a greatest common divisor éfand g and thus every
common divisor ofy andg is a unit.

Because of that we already know that thedtipean algorithm will return a unit given a perfect
reconstructible filter paith, g). We are more interested in the dual filtérandg and the representation of
the wavelet transform implied by the algorithm. This representation consists entirely of a kind of addition
matrices, which can be considered as convolve-and-accumulate steps.

) - 3)- ()

Yn+1 =0

Yn = UXT

Yj = Yj+1 * S; + Yj+2
h*x =1yo
g*xTr =1y

This representation can be inverted easily step by step.

0
U*T II 0 o hx*zx
( 0 >_ 1<5 —sj>®<g*m>
j=n—

Yyo=hx*zx
y=g*x

Yj+2 = Y5 — Yj+1 * Sy
Yn = U* T

We see that the last step (ije= n — 1) can be omitted because it only yielgs,; = 0. This means that
reconstruction filteré andg constructed by this method tend to be shorter than the original filterslg.

The matrices of the for So? g somehow mean that we swap the channels in each lifting step. We
can avoid these swaps by changing the direction of two subsequent matrices.

Sj 1) P Sj4+1 1) o S5 1) P 0 ¢ . 0 o - Sj4+1 1)
<50>@<50>_<50@50@50@"50
o 58j 1) 0
- 0 0 Sj4+1 1)

This modification is also used for our illustrations of the lifting scheme. The analysis and synthesis using
lifting is illustrated in Figure3.2this way.

®
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Eventually we obtain the dual filters by omitting the applicatioh @ndg.

u=(0 1)-)4271%/[_1 <12 —i]>®<z>
(h5)=(0 w)e II (2 ‘ij)

j=n—1

An interesting fact is that the reconstruction by the lifting scheme allows more freedom. The analysis
transform consists of a sequence of operations and the synthesis transform consists of the reversed sequence
of inverted operations. The lifting step = y;4+2 + y;+1 * s; and its inverse; 4o = y; — y;4+1 * s; can be
generalised tg; = y; o + f(yj+1,5;) andy;42 = y; — f(y;+1,5;) wheref € (Z — R)* — (Z — R).
There are no restrictions gh(only that it is really a function, that is its values depend exclusively on the
arguments). Of course the choice oaais well as the computational realization ef*and “—” have an
influence on numeric stability. A useful application of this observation is to chfasea convolution with
rounding. This way bit-exact reconstructions are possible with integer arithmegtiev]+ 98]

So far we did not explain what theod operation means for our filters, which have both negative and
positive indices. They are not ordinary polynomials batRENT polynomials so there is no natural choice
for a division. However if the polynomials are symmetric it is natural to choose symmetric quotients and
remainders. This choice is unique. We are not aware of a reasonable criterion for the generl®ade. [

3.2.3 Lifting in the presence of down-sampling

The lifting scheme for the critically sampled DWT is rather similar to that for the translation invariant
transform as shown in the previous section. To be historically correct, the lifting scheme for the normal
DWT is the original one.[pS99 But there is a bit more we must pay attention to, thus we consider it now.
Now we do not only have a restriction farx h+ g * g but also the condition x h_+ gxg_ = 0(see
Remark2.2.15. We will see that the lifting scheme with down-sampling can be developed nicely if we
decompose the down-sampled parté @indg, namelyhe andge instead ofh andg (see Definitior2.2.4).
Given a complementary filter pait, g) we apply the EEcLIDean algorithm tde andge. This yields

a sequence of filters; with
n—1 -
he) 5; 0 u
() -1 )
j=

The wavelet transform is completely determined by the poly-phase matrix, thus we extend the columnar
matrices on both sides. On the right side we introduce some still unknown fijtarsdq; .

n—1
he ho s; 0 U qo
2. = ! ®
()T ) (o )

Using the determinant product theorem and the definition of filter complementarity (Defiifidh we
compute the determinants of both sides of the equation.
d=(=1)" u*xq
¢ = (71)77, . u*fl
With s,, = (—1)" - u * g9 we can almost complete the lifting decomposition.

he ho\ t1r(s; 0 0 (=)™ -ut
e (i) =Ty 8)e (0 )

If u is not exactlys but a scalar multipl% - 0 then we can completely decompose the flipped diagonal
matrix into four final lifting steps.

()6 (Y6 e
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(1 2)

B¢ ®
*Sn *Sp—1 *Sp—1 *Sp <—|—>—>

Eng @O O—=L

Figure 3.3: A subband coder implemented according to the lifting scheme. The crossings in the
flowchart are suppressed as in Figar2

According to PS99 we can choose

a =
b=a-1
1
c=——
o
d=a— o>

But there is one degree of freedom which can be used to reduce the magnitude of values in the lifting
filters, reducing the danger of numerical cancellationsThi(1, Section 3.2.1, Paragraph “Weighting by
lifting”] a variant is derived where fotv < 1 we can choose

a=—/2+0a)-1-a) «

l—«
"=VEra)a
C:\/(2+a)-(1—a)
B (l1-a) «
S Fr

Fora > 1 we work withé and apply the reverse lifting sequence. These four additional lifting steps can
be appended to the lifting sequencwith

snt1 = (d)  Spp2=(¢) sny3=(b) Snys=(a)

leading to a total number of + 5 lifting steps.
Summarised the transformation using lifting consists of the following steps.

1. Split the inputz into the even indexed part | 2 and the odd indexed paft — 1) | 2. This alone
can be considered as one level of the discrete wavelet transform with respedetrytheveletor
better thelazy filter banik. The lazy wavelet basis consists entirely aRBC impulses and is not
considered as true wavelet basis, becausenD impulses are not functions.

2. After the splitting the lifting steps are applied as in the previous section. We obtain the signal filtered
by bothh andg in the down-sampled forms.

This interpretation of lifting is illustrated in Figui 3.

3.2.4 RemarklInstead of applying the lifting filters to down-sampled signhals you can also up-sample the
lifting filters and apply them to the original input signal. You have to down-sample the two last signals
after this lifting procedure in order to get the low and the high band.



70 CHAPTER 3. MATCHING WAVELETS

5512 6 0 (=H)™-0o
(5 0)®<5 0 )
. hel2 hoT2 ® ) v
geT2 goT2 0—1
5512 6 0 (-1)™-0o x
( ) (5 v )
szZ 5 r—1
(1)

This allows to write the lifting composmo as

3
+

hel2 hot2
V2, <geT2 goT2>

g*xx

<.
I
o

H
=

Il
S <
iR

Il
T =

Yny1 = (=1)" -z
Yo =2 — 1
Yi = Yi+1 %85 1 2+ Yjq2
\/i-h*x:yo
V2.grz=uy

3.2.5 Remarklt is also possible to apply thel€LiDean algorithm to the filterbe andhg, instead ofhe
andge. Then you get the lifting decomposition in the order from lazy wavelet to the wanted wavelet. This
implies that most of the information necessary for lifting is already contained in the low-pass filter.

3.2.6 RemarkLifting allows conversion between any two complementary filter banks. The easiest way to
achieve this is to decompose both filter banks down to the lazy filter bank. Then one of the decomposition
step lists is appended in reversed order and with altered signs to the other list.

A more direct way even allows to convert between two non-complementary filter banks. But the
premise is that their polyphase matrices have the same determinant which must be different from zero.
If we have two polyphase matricéy andP; and we search lifting filters; with

then we can computg, ® P, ' e.g. with GRAMER'’s rule because the determinants can be divided. Con-
sequently the convolutional determinant®f @ P, ' is 6. Therefore the lifting decomposition can be
successfully applied to this matrix quotient. We obtain the lifting filters as solution of

n—1
_ i 0
Po® Py 1=H<S§ 0)

=0

Let us summarise some features of the lifting scheme:

e Lifting always allows for perfect reconstruction. Conversely, every perfect reconstruction filter bank
can be represented by lifting. That is lifting is a parametrisation of perfect reconstruction filter banks.

e It is enough to have an invertible addition in order to assert perfect reconstruction down to the bit
representation even for numerical instable filter banks.

e We have more freedom for the design of lifting steps. Certain non-linearities are possible while
retaining perfect reconstructability.

e It speeds up computation by a factor of at least 2. This factor can only be achieved because lifting
excludes filter banks that do not allow perfect reconstruction.

e It can be performed in-place. That is the signal can be transformed without requiring additional
memory for temporary results. (Strictly spoken: Only constant amount of additional memory is
needed).

The perfect reconstruction property is essential for our matching problem.
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3.2.4 Lifting decomposition of CDF wavelets

In the previous sections we have shown using tbeEbean algorithm that every perfect reconstruction
filter bank can be decomposed into lifting steps. It is an interesting question whether we are able to find
explicit lifting decompositions for a whole class of (well-known) filter banks. There is already a table of
lifting decompositions of some CDF filter bank$RRB97]. Fortunately there is even a general formula for

the lifting decomposition of the CDF wavelets.

The family of CDF waveles (COHEN-DAUBECHIES-FEAUVEAU) was developed in order to get a filter
bank where the synthesis low-pass is a pure powér 61, 1) and the analysis low-pass contains a specific
power of% - (1,1) as convolutional factorfjau92 Section 8.3.4]. Lek be the exponent o§ -(1,1) in
the low-pass filtef, andn be the exponent 05 -(1,1) in the low-pass filteh, (which is also the exponent
of % -(1,-1) in g). We will translateh in order to simplify subsequent calculations. Especially we want
to renounce symmetry in order to have a simple power with no case distinctions for translations and the
translation ofh shall be independent @f. For the CDF filter bank + n must be even. (In general this is
not necessary, as the perfect reconstruction filter bank consistifg @f, 1) and(0, 1) shows.) ThusV
defined byN = ™™ is an integer. We want to abbreviaje(1, 1) with p which implies} - (1, 1) = p_.

h:p*n

g=p""xq— N

The problem is to determing We use the substitutiom = % - (1,2,1) (w = p*? « 1) and start our

derivation with the condition for perfect reconstruction (Corollarg.14.

hxg. —h_xg=06—1
h*g,:(—l)N~p*"+ﬁ*q,HN

—w)* N xq_

* N ’

The next step is a kind of division Ky —w)*". We know about the series for the power functisiR[95

(1+x)“:§:<2) -ak

k=0

(Z)Zﬁa_fﬂ

j=1

which becomes the binomial formula for non-negative integralBecause; is the solution of a B-
ZOUT equation we know thay must have finite degree. This means that the convolutional division

(—D)N*L. 5 w1+ wNxq ) # (0 — w)*N is defined. From the BzouT equation we know even
more thaty must have a degree smaller than It follows that we can truncate the series after ftieh
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term. The termu*" x ¢_ must complement the remainder in the division aftesteps. The solution

o= ()t

k=0 k
= (¥ :01 (Y
g = (1) i (_]jv) (W)™ (N —1) 3.2.1)
k=0
:(_1)N+1.piﬁ*N_1 (N—i—:—l) * (N —1)
k=0

can be verified by insertion into the condition we started on.

Note that there is also a generalisation of CDF wavelets to B-Splines of fractional order. That is the
low-pass is a certain power® with a fractionala. If « is not an integer these masks are infinite and
not necessarily everywhere non-negati®8p9, UB0O, BUOQ]. Other contributions on spline wavelets
address orthogonal wavelet basestBLE-LEMARIE wavelets) Bat87, Lem8g, semi-orthogonal bases
[CW92, UAE92, UAE93] and shift orthogonal basesITA99].

In the next three theorems we want to state the lifting decomposition of wavelets of the CDF family.
From Remarl3.2.5we know that we need only one of the filters in order to compute all lifting steps except
the last one. We develop the lifting sequence for the binomial nﬁ%sk(l, 1)) because of its simple
structure. The lifting composition will produce a high-pass filter which is shorter than the low-pass. But
the BEzouT equation for determining the shortest counterpart for the low-pass has a unique solution. We
conclude that the lifting sequence will describe just the GDE= mod 2) filter bank.

In the next two theorems we will present the structure of the intermediate filters of the lifting com-
position. In principle we could determine them by posingezBuUT problem on the high-pass, compute
the un-lifted low-pass and iterate that procedure. Unfortunately the trick with the aborted power function
series does no longer work in subsequent steps. So we have to guess the structure and prove it afterwards.

In the structure of the intermediate filters we will recognise how a fagtofl, 2, 1) is latently added

in each lifting step. In the last step all of these binomial factors are revealed. Thes%gﬂrsﬁh‘ting

steps which construct the binomial low-pass filter will generate a high-pass witmantyd 2 vanishing
moments. The last step will add the remaining ones.

Note that for the two following theorems we will translate the filters more symmetrical in order to lift
between the lazy wavelet and the CDF wavelet.

3.2.7 Theorem (Lifting decomposition of CDF#, 0 for evenn).
Prerequisite. Let a be the sequence which is recursively defined by

1
apg = —
n
1
m=2-m)-(n+2-m)-am-1
1

(n?2—4-m?)-am_1

Ay —
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It can also be written explicitly

1
apg = —
n
n
RENCEPNOE)
o (n=2)-(n+2)
T -4 -n-(n+4)
am= ] (n+2-5) """
j=—m
Claim. With the lifting steps
r_1 = (170)

zo = (1)
Tl = Tm—1+ am - (2-m+1,0,2-m+1) — (=1)" %z,

/2 is essentially a binomial filter, concrete

*n /2
1 1
Ty = (, 1, ) — <n mod 2)
2772 2

The filter pair(2="/2 - 2, /5,2"/% - 2,,5_1) is that of the CDF=r, 0 wavelet.

Proof. The problem becomes simpler if we translate the filters such that they are symmetric with respect
to their origin. This means

Ym = Ty — (m mod 2)
which fits into a modified lifting scheme
y—1= (1)
Yo = (1)
Ymtl = Ym-1+ am - (2-m+1,0,2-m~+1) xy,

*n/2 N . -
and consequently,, ;» = (%, 1, %) . We have simplified expressions but no longer real lifting steps

because a lifting filter must be of the forsm| 2.
In the next step we get rid of the fractions by multiplying egghby its denominator. For negative
the product must be generalised by suitable divisions.

m

= [ [[(n=2-m+4-5) | - ymi (3.2.2)
j=0
Now multiply the lifting step with the product.
zZ_1 = i -0
n
zZ0 = 1)
Zme1 =M —=2-m)-(n+2-m)-zpm_1+(2-m+1)-(1,0,1) % 2, (3.2.3)

By considering the expressions for somg we derive an assumption about a general formula:for
Due to the claim the sequence itefyy, must be a power ofl, 2, 1). Actually, a structure in,,, becomes
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visible only if it is expanded with respect to powers(df2, 1). Our new claim is

w=(1,2,1)
20:5
21 —2)-(5—0—10

(n
zp=Mn—-2)-(n—4)-6+3-(n—4)-w+3- w
(n—2)-n—4)-n—6)-6+6-(n—4)-(n—6)-w+15-(n—6) - w™+15-w*

m m

Zm =Y bmj-w’ J[ m-2-k) . (3.2.4)
3=0 k=j+1

It occursb the family of BEsSELpolynomials (A1498 in $l003), which is defined by

1 J
Vi>0  bmy=-——o- [] (m+k)
Vji<0 Dy, =0

Forj > mitis b, ; = 0 because the product contains a zero factor. For integrahdj < {0,...,m} it
holds

b (m+7)!
" (m— ) g 20

and with the relatio_,, ; = b,,_1 ; we can convert between negative and positive
The linear factors with respect to cause that,,, is a convolutional multiple of the powes™* with

= g éls_e "™ In particularz,, j» = by, ., /2 - w2,
Znj2 = bn/2,n/2 ) w*n/Q
n!
- *n /2
(n/2)! - 2n2 "
n/2—1
= H(1+2.j) w2
j=0
n/2—1 *n /2
1 1
IT 2+1-) (513)

The last equation is conform t8.2.2. Thus if the explicit formula foe,, is confirmed then the theorem
is proven.

In order to simplify writing we call the coefficients of the powerswin (3.2.9 ¢, ; and rewrite the
recursion 8.2.3 using these numbers.

m

Pm,j = H (n—2-k)
k=j+1

Cm,j = bm,j * Pm,j
m

Zm = Zcm,j cw = Z Cm,j * w™

7=0 JEZL

Zme1=Mm—=2-m) - n+2-m)-zpm_1+2-m+1) (w—(2)) %z,

Cmy1j=(n—=2-m) - (n+2-m)-cm-1; +(2-m+1)(cmj-1—2" Cm;)
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We are now going to check whether the explicit representation of the intermediate steps fits into the
recursion formula.
The base case consistszgfandz;.

Yo = (1)
y1 =y-1+ao-(1,0,1) xyo

(23)
= 77177
n n

zo = (1)

z1=n% 21+ (1,0,1) % 2
=(1,n,1)
=(mn-2)4+(1,2,1)

Form > 2 we check whether the recursion fey, holds. Forj < 0 andj > m the coefficients:,, ;
are zero which allowed us to express by the sum over all indiceg. The recursion properties dn, ;
are true for all integraj as well. So we do not need to distinguish between the regular case<afidand
7 >m.

(m+1)-(m+3) bmjr=m-(m—3j+1) -bmj1+7-(2-m+1) by
becausé,, ; —bm—1;,=(Mm—Jj+1) - bpj—1=(m+j—1) bp_1,-1

(m+1) (bmg1,j —bmg) =m-(bmj —bm-1,)+7 - (2-m=+1) by, 1

—2-(m+1) - bpg1,=2-m-bp_1;,—2-2-m~+1)- (bynj +7bm,j-1)

becausé,,1,; =bm—1,;+ (2-m+1) by -1

b1 -(n—=2-m+1))=Mn+2-m) bp1;+2 -m+1) - (bnj1-(n—2-7) =2 bp;)
multiply with p,,, ;, i.e.HZl:jH(n —-2-k)

b1, Pmt1,y = —2-m) - (n+2-m) b1, Pm—1,5
+(2-m+1) - (b1 Pmj—1 =2 binj - Pm,)

3.2.8 Theorem (Lifting decomposition of CDFn, 1 for odd n).
Prerequisite. Let a be the sequence which is recursively defined by

1
ag = —
n
1
A =
(n=2-m+1)-(n+2-m—1) am_1

1
(n?2 = (2-m—=1)2) - am—

It can also be written explicitly

1
aoiﬁ
OISy N
4y = n—=1)-(n+1)

(n—3)-n-(n+3)

m

(=nm+
am =n" D" H (n2 —(2-j+ 1)2)

Jj=0
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Claim. With the lifting steps

z_1=(1,0)
zo = (1)
Ty =21+ xo*ag- (1)
Tondl = Tme1 + Tm *Gm - (2-m—1,0,2-m+1) — (-1)™

1. For 2L even, letm = 2 andk = 0.
2. For 2t odd, letm = 2! andk = 1.

. (Zm) 1 *(n—1)/2 By
wanyp =28 am (= (121 - (1,1
T(n41)/2 (m772) <4 ( )) * 5 (1,1) «

Proof. As in the case of even order CDF wavelets we want to translate the filters in order to make them
somehow symmetric. More precisely

Ym = Tm — (m mod 2)
which leads to the modified lifting scheme
y-1=(1)
Yo = (1)
Y1 =y—1+ Yo *ap - (0,1)
Ym4l = Ym—1 + Ym * Q- (2-m —1,0,2-m + 1)

Our new claim is that
o for 2L even withm = 2L andk = 0, and
o for 21 odd withm = 25+ andk = 1

we obtain

. (2m) 1 *(n—1)/2
Yn+1)/2 = AR ( Z«f ) : (4 ’ (13 2, 1)) * 5 : (17 1)
m/2

Multiplying y.,, with the denominator leads to

Z22.m = Y2.m e H (712 - (4.7 _3)2)
j=1
29m+1 = Y2omt1 - 2 M- H (n2 — (47— 1)2) (3.2.5)

j=1

and the recursion relation

2-n
1= amy W
20:(2)

lez_l-(’l’LQ—l)—F,Zo*(O,l)
zmﬂzzm,l-(nQ—(2-m—1)2)+zm-(2-m—1,072~m+1)
With

w= (1,2,1)
v=(-1,0,1)
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our new claim is

zg=2-0

z1=2-(n—=1)-04 (w+v)
z2=2-n—1)-(n—=3)-+2-n—-3)-2-w+v)+3-(w+v)*xw
z3=2-(n—1)-(n—3)-(n—5)-d+3-n—3)-(n—5)-(3-w+v)

+6-(n—5)-(B3-w+2-v)xw+15- (w+v) *w*?

(m+j—1)! m i m—1 i -
Ym >0 Zm:Zm' j "IUJ+ _7—]_ "U*’LUJ1 . H(n—2k+l)

j=0 k=j+1
" 2.b,, . ) m

:Z ’.]'(m-w*7+j’v*w*rl)~ H (n—2-k+1)
o Mty k=j+1

If we can prove this we are done since

2-bnt1y2,mr1)2 [+l L, n+1 o
Z(n+1)/2 = ( n—i/—l( 2 5 .w(+1)/2+T,v*w( 1)/2
(n+1)!

[ S A *(n—1)/2
— nH g0t/ (w+v)xw

1. for 2t even letm = 2L, rewrite the coefficient ofw + v) * w* ™1

(2-m)!
ml.2m
_ G me
(pya) 2™ (m/2)12
2-m m/2—1
—((112))~21m~ II @-a+2-5)-(m/2+1+35)
m/2 7=0
(2~m) m/2—1 m/2—1
- (m%) .Ql-2m ]1:[0 2-(m—-1-2-5) |- Jl;[o (2-(m+2+2-7))
_ (27:1”) . 172-m. met 1 4.5, s
m .9 I[I (n=1-4-5)-(n+1+4-5)
(m/2) j=0

2. for 2L odd letm = 231, rewrite the coefficient ofw + v) x w*™
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(2-(m+1)!

(m+41)!.2m+1

™y @2-m+1) 2
() 2 /P

m/2

(Q.m) m/2—1

mi2men | [ @ 42-5) - (m/2+ 1+ 5))
(m/2) j=0
(2 m) m/2—1 m/2—1

me22meon | [ @ m=1=2-5) || J] @ (m+2+2-j)
(m/2) j=0 j=0
(2 'm) B m/2—1 . '

m 2o | ] (n=3=4-5)-(n+3+4-7))
(m/2) j=0

In both cases we end up witB..5.
What remains to show is the correctness of the explicit formula,forAs in the case of even order

we will express the proof in terms of the coefficients; of w*™ and of the coefficients,,, ; of v w*™~!
in z,,. The recursions oa,, ; andd,, ; are mutually depending.

Zm = (cm,()) + Z (Cm,j . w*j + dmj S % w*j—l)

j=1
We introduce an abbreviation for the product.
m
Pm,j = H (n—2k+1)
k=j+1
1—j i—1 .
r_ 237'1 'i:()(m2—k2) 1720
ij == .
’ 0 173 <0
1—j 1 .
o (31 : Hg@ (m? = k) 1 j>0
" 0 15 <0
Form + j # 0 this is equivalent to
C, L 2-bm7j-m
m,j m+]
4 .= 72 i bM7] 'j
m,J m—l—j
Cm,j = € m,j " Pm.j
dm,j = dy, i P
= w (w—(4))
m
zm*w—Z(c wrtt +dm,;- v*w”)
7=0
m
Zm KU = (cm] v* W + dpy, - (w7(4))*w*3)
7=0
Zm—‘rl:Zm,—l’( 2 m*12)+zm’ ('LU*(Z))#*’U)

Cm+1,j=Cm—1,j'( —(2- m—1)> (2-m-(emj—1—2 cmj) +dmj-1—4-dn;)

dm+1,j = dm—1,j - (n2 —(2-m— 1)2> +(2-m - (dm,j—1 — 2 dpmj) + Cm,j—1)
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We start the proof of correctness of the explicit representatiar,ofith base caseg, andz;.

Yo = (1)
y1 =y—1+ao-(0,1)*yo

20 =(2)

z1=(Mm%=1)-2_1 +(0,1) * 2
=2-(n,1)
=2-(n—1)+(1,2,1)+(-1,0,1)

Form > 1 we will track down the recursion onandd simultaneously. The steps can be read in the
order given here but the proof direction is reversed. This means that divisions are actually multiplications
which is important in cases where a division by zero might occur.

Divide the recursion by, ;, i.e.[[;_;,,(n — 2k +1).

C{,n+17j'(n_2'm—1):

cfrnfl,j'(n+2'm_1)+(2'm'c;n,jfl+d;n,jfl)'(n_2'j+1)_4'(m'cin,j+d;n,j)

dypirj-(n—=2-m—1)=
A1y -(M+2-m—=1)+2-m-dy, ; + 1) (n=2-7+1)—4-m-d,,;

/ / _ / ! ! ! . U /
Becau_se_:mﬂd- 1 =20 +dy, jpanddy, i —d, g =2-m-d, g+, WE
can eliminate the coefficients af— 1.

Oyt 2 m =y 2omA (20 syt dy 1) 2 (L= g) =4 (me e+ dy )

—d;,l+1’j~2-m:d;nfl,j-2-m+(2-m-d:n’j,1+C:n’j,1)-2-(1—j)—4-m-d;n’j

U

0= (Chpp1j+Cmry) m+ 2 mecy; y+dy, ;1) 1=j)=2(m-c, ;+d, ;)
0= (ipyny+ oy ry) m+(2emediy + s ) (L=G) =2 m-d
1 ) -
Divide by § 727 LIz (k) 1520
0 13 <0

Y ,
and Gt s j(m+ k) +j>0
0

, respectively.
Lj <o CoPEEVEY

O=(m+1)-m-(m+j—-1)-(m+j)+(m—-1)-m-(m—j+1)-(m—j)
F2omP i —1) - (1=j)-2-5=2-(m*+j)-(m+j—1)-(m—j+1)
=m?*+G+1) - m+i)-m-(m+i—D+m?*—G+1) -m+j)-m-(m—j+1)
+2omP 4 =1 (1=5) 2§ =2-(m* +4) - (m+j—1) - (m—j+1)
=2-j-m+j)m-(m+j—1)+(=2-j-m+j)-m-(m—j+1)
+2-mP 1) (1=j)-2-5—2-j-(m+j—-1)-(m—j+1)
=2-m+1)-m-(m+j-1)+(-2-m+1)-m-(m—j+1)
+2-2-m2+j-1)-1—j)—-2-(m+j—1)-(m—j+1)
=2-m*+i-1)-m+j-1)-2-m?*+j-1)-m—j7+1)+2-2-m*+5—-1)-(1—35)
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O=(m+j—1)-(m+j)-m+m—7+1)-(m—j)-m
2eme 2§12 m (1))
=(m+j-1)-(m+j)+(m-j+1) (m—j)
—2-2-j-1)-@G-1)—-2-(m+j-1)-(m—-j+1)
=m+j-1)-2j-D+m-j+1)-1-2-4)-2-2-j-1)-(j—1)

3.2.9 RemarkBecause of

hmw: li (2-m+2)-(2-m+1)
m—oo (27;”) m— o0 (m + 1)2

the value of(%‘f) grows asymptotically likel™. More precisely according td/[ol98] it holds

qm 2.m qm
Vi-m+1 —( m ) “ V2 om+1

2-m
Thus((:+)) is approximatehy2™ /2
m/2

The previous theorems showed what steps are necessary to lift from a lazy filter bank to the one of the
CDF-n, (n mod 2) wavelet. How to get from there to CDE?

We only need one lifting step and we can calculate it immediately by resolving the equation for the last
lifting step to the lifting filter. Let(h, ¢’) be the filter pair of CDFz, (n mod 2), andg be the high-pass of
CDF-, n there must be a filter with

g=9g +hx(s12)
s=((g—g)#h)|2

We need a polynomial division but in Theore818.1we will see thath is a divisor ofg — ¢’ and that the
result is a filter with zeros at odd indices. We prefer the notafigh to g « h*~! because the division gf
by h is unique if there is no remainder, whergash*~! suggests that there is a unique inversé afhich
is in general not true.

From @.2.1) we know bothg andg’ explicitly. Let N = 241 Jf = ntfimed2 ), — 1. (1 2 1)
(w=p*2?—1).

/

g—49g .
= ()Y ; (7)o
et e, 3 (1) o a1

7=0
— (_1)JM+1 ~p*,ﬁ mod 2 P (M o 1)

= (—1)MFL. pmed2 (A 1) % (wiN‘M % ]\']1 <_N> (—w) — 5~ <_M> . (w)*j)
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(_1)M+1.(g_g/)%p>.:ﬁmod2 N (M—l)

L w Y (7)o - b (1) o

= =

= (5w N (f_oj (—jN).<_w)w_§ () (—w)*ﬂ)
(S0 -5 () )

R ((5 w)*-N—g(‘jN) <—w>*1)
5wy +J§j4 (1) o

: i (7)ot = s iN () we

The last expression does not seem to be much simpler than the first one. But now we can convince ourselves
thatw*M is a factor ofg — ¢’ and we can remove it.

(g—¢) #w™ = —prmmod 24
(jiw (]M> (—w) M) (5 — ) VM Z( ) *(jM)) -

Because of = p*" or equivalentlyw ™ = h % p*™ ™42 M it holds

*7, mod 2
(g—g’)%h=—(i-(1,0,—1)) — (n+nmod2—1)

Sl e A G RE)
- (i : (1,0,—1)>*M0d2 —(n—-1)

(55 (2o £ () o)

j=M j=N

Unfortunately even the last expression is not suitable for checking if the described filter is up-sampled (i.e.
has the forms T 2). However this form is probably the most appropriate for computation. First compute
the series with respect to. Keep only the firsg - (N — M) terms (o — n mod 2) because the remaining

ones vanish. Then evaluate the truncated series with respect to the signal repres?nl(aljml) of w.

3.3 Optimal matches
3.3.1 State of the Art

The idea of creating wavelets matched to a pattern is not new. The topic is sporadically explored for at least
ten years now, but there was no breakthrough for the application of wavelets for pattern detection so far.
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Since a discrete wavelet function is composed/by 2 - (g * ) | 2 (Definition 2.2.2§ some authors
argue that the shape of the wavejeis dominated by the shape of the high-pass fijtevhile the low-
pass filterh must preserve a smooth shapeyof With this simplification GREINER [Gre9q constructs
wavelets for classifications of textures. As matching criteria he employs tle.IBean norm of the
difference between the high-pass filter and a sampled pattern and alternatively some criterion derived from
a principal component analysisThese criteria together with the requirement of filter bank orthogonality
yield a quadratic minimisation problem with non-linear constraints, which he solves with gkerdi
methodapplied to the IAGRANGE multiplier formulation. Additionally he shows that when dropping
the orthogonality constraint one can design a filter bank with more than two channels which allows the
separation of multiple textures in one transform.

ZHANG, DAVIDSON and WONG [ZDWO04] consider the projection of a pattejfhinto a wavelet sub-
space of low resolution. They design an orthogonal wavelet transform by optimising the filters in the sense
that the pattern can be represented essentially by large scale wavelets. Ideally if a match with respect
to a scale is perfect and the pattern is wavelet transformed with the matched filter bank then the wavelet
coefficients of the finer scales are zero. The authors of that article estimate the error made by substituting
0 by h and formulate the optimisation criterion in terms/ok h* andQ f = Qf*. They end up with a
semi-definite programming problem which can be solved with interior point methods.

Also CHAPA and RAGHUVEER consider orthogonal wavelet basésJ0(J. Their approach can be
interpreted as a generalisation of the frequency domain constructioregEMwavelets. They separate
the matching procedure into matching the absolut@ ®RIER spectra and matching the phase spectra of
pattern and wavelet. The wavelet is band-limited. This ensures that the wavelet transform of the pattern
with respect to the matched wavelet has significant coefficients in one scale only, independent from the

translation of the input data. The band-limit constraint turns out to be rather restrictive su@)‘timll

in the interval[r + a,2 - (7 — «)] and 0 in the intervald, # — «] and above - (7 4+ «) for somea from
[0, 5]. Because of symmetry this is also true for the respective negative intervals. #dr one obtains
SHANNON's wavelet and forw = % one has the maximum flexibility. The match of the pattern to the
absolute wavelet spectrum turns into a linear least squares problem with linear constraints. The phase is
found via matching the group delay. This turns into a linear least squares problem, too.

In [GJP02 GUPTA, JosHI, and RRASAD use a filterh as low-pass anfi* = — 1 as highpass, just like
in the orthogonal case (see RemarR.17. The optimisation target is the energy of the difference between
the lowest scale signat, * ¢ and the first band signaly, = ) 1 2, which is equal to(x; * ¢) T 2.
The optimisation criterion is to find the filtér for a given patterncy, which minimises the energy of
(z1 * ¢) T 2. This means that the pattern can be represented mostly by the wavelet coefficients at the first
level and the scaling coefficients are of minor significance. The optimisation is considerably simplified
to a linear equation system by neglecting orthogonality and smoothness constraints. The disadvantage is
clearly that the method yields in general no perfect reconstruction filter banks.

An algebraical approach is introduced b¥ M ILLIERS, MICCHELLI, and S\WER [DVMSO00Q]. They
construct refinable functions which match a pattern exactly at integral positianss # sampled pattern,
then they ask for a magksuch that for the corresponding generdtgr = z holds. Due to Lemma.2.31
it holds

Qp=2-(hxQp) |2
=2-(h|2%(Qp) |2+ (h1) 2% (Qp—1)]2)
This is a BEzouT equation which can be solved with th@&LiDean algorithm (SectioB.2.]) if and only
if the greatest common divisor ¢f)¢) | 2 and(Qe — 1) | 2 dividesQy. The refinable function can also
be reconstructed if not the values at integral arguments are given but the integrals over integer intervals, i.e.
T = f(i_iﬂ) p. It seems to be an open question how to modify a pattern minimally such that it matches
the values of a refinable function at integral arguments.

3.3.2 Deriving a least squares problem

We will follow our approach of a matching algorithm based on lifting. It will roughly work this way:
First we choose a generator and then we ask for a complementary wavelet which matches a pattern. The
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constructed wavelet bases are in general not orthogonal. In Chéapterwill refine this method for
preserving smoothness of the primal functions.

We start with the observation, that for a specific filkehere is only a restricted choice of complemen-
tary filtersg. More precisely, the lifting steps as in Rem&:R.4are the only possibility to convert between
filter banks which have one filter in common.

3.3.1 Theorem.

Prerequisite. The filtersh andg are complementary as well Asandg’.

Claim. The filterg’ can be derived frorg by adding a multiple oh, where the factor polynomial contains
only even powers.

ds g —g=hx(s12)

Proof. First we will show that: dividesg’ — g.
From Corollary2.2.14it can be concluded that

hxg.—h_xg=06—1
hxg_—h_xg =0—1
and thus both differences are equal
hxg —h_xg =hxg_—h_xg
h % (gL — g,) =h_x (g' - g) . (3.3.1)
Because: divides the right hand side, it must divide left hand side, too. According to Cordlarg h
andh_ must be relatively prime and thiismust divideg’ — g.
Now we will verify that the quotient’ of (¢ — g) # h has only even-indexed coefficients. We re-write
(3.3.) usings’:
hxh_xs'_=h_xhxs'

§_ =S
This means that’ has only even indexed coefficients, and thus we obtains’ | 2. O

Our goal is to construct wavelet functions that are close to a given target funtfimm R — R.
The first approach will be to fix the scaling functignand to find a complementary wavelet function
as approximation forf. To this end we translate the above theorem to real functions. It means that all
possible wavelet functiong’ complementary t@ and only these are linear combinations/adind integral
translations ofy.

3.3.2 Theorem.

Prerequisite. The functiony is refinable with respect th, 1 andy’ are wavelet functions with respect to
g andg’, respectively. The filter paifh, g) is complementary.

Claim. 7’ is complementary to if and only if ¢/’ is a linear combination af and translates af, i.e.

V=P tsxp

Proof. The functions) and)’ are defined byZ.2.1Q

and thus

due to Theoren3.3.1there is a filters which satisfies
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V=1 =2-((s12)xhxp) |2
=s*x2-(h*xy) |2

=Ss%x

The converse follows from RemaBk2.4 O

Given a target functiorf we want to find ars such that the shape ¢f + s x ¢ is similar to that off.
That is we want to solve the linear least squares problem:

argmin [[{) + 5 % ¢ — f||,
S

Since we have a linear problem the solution does not depend on the chaiaeubbf the affine space of
functions complementary tp.

But we do not know whether the amplitude pfs chosen properly. Thus we also allow a weighting of
1, that is

argmin|[c- ¥ 4+ s* ¢ — f|l5
c,s

or more verbose

argmin c-zﬁ)—stk-(goﬂk)—f

keZ 9

The solution is interpreted as: Using the lifting filtrwe obtainy> + £ * ¢ which is close tc%. The
solution of the least squares problem is the projection of the paftérto the vector space spanneddby
andy — k. Examples for such basis are plotted in Fig8ré The matching process is demonstrated in
Figure3.5.

In a multi-resolution analysis the amplitude of the wavelet functiatepends on the functiop. If the
coefficientc becomes very small compared to the coefficients oy the optimisation then the result has
to be considered as bad approximation.

3.3.3 Solving the least squares problem

Now we want to dig into the details of the solution of the least squares problem. We want to discuss two
essential approaches.

Standard linear least squares solvers

An easy way to solve the least squares problem is to fully discretise it and let it solve by some general least
squares solver likkAPACKs GELSroutine.

This preserves a good numerical behaviour but it is quite inefficientf betthe discretised pattern,
the refinement level, e andG be the refined filter masks (Definitich2.1) ands the lifting filter

H:R’Zilh:h*hT2**hT2n—2*hT2n_1
G:Rz_lg:h*hTQ**hT2n72*gT2n71

denote their boundary indices with

ko =min{i : H; # 0} ki =max{i : H; # 0}
lo=min{i : G; #0} li =max{i : G; #0}
jo=min{si : s; #0} Jj1 =max{i : s; # 0}
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Figure 3.4: A basis for matching patterns: Matching with a wavelet via lifting means projection
into a sub-space. Bases are shown for matching when the generator is a B-spline of second order
(hat function) or of fourth order (cubic spline). Each basis consists of one generator (solid) line
and several wavelets build from the CDF-2,0 and CDF-4,0 filter banks.

and declare the matrid with

Hy, 0 0 0 0
Hyyi1 0 0 0 0
Hiy o 0 0 0 0
Hk0+2n Hk)o ..- O 0 O

Hyorongr Higorr 0 0 Gy,
Higronp2  Hige2 0 0 Gio 1
Hyn-1_4 H_3n-1_4 G_1

A= H2n71 H,anl GO
H2n—1+1 H7271—1+1 Gl
0 0 . Hp,—2  Hg—ono G

0 0 Hk1—1 Hk1—2"—1 Gl1

0 0 . Hy, Hy,_on 0

0 0 0 H}cI,Q 0

0 0 0 Hy, 4 0

0 0 0 Hy, 0
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Figure 3.5: Match of wavelets with patterns: A clipped ramp function is matched with a wavelet
associated with the hat generator (CDF-2) and an appropriately translated andsiilafedc-

1 cx =0, .
* ) is matched with a wavelet complementary to the CDF-4 gener-

tion (sincz = ¢ ..
==L celse

ator. The lifting filters is restricted to 12 coefficients thus the basis for the linear least squares
problem (both figures in the vertical centre) contains 12 copies of the generator. The ramp is
also an unlucky example where the coefficiewt 1) becomes zero thus perfect reconstruction

is not possible. The reason is that the wavelet of the CDF-2,0 filter bank is an even function and
the pattern is an odd function, and both are symmetric with respect to the same centre.



3.3. OPTIMAL MATCHES 87

Then we solve the least squares problegmin,, [|A - = — f||, and obtains andc in terms of a vector of
the following form

Sjo
Sjo+1

Sji1—1
Si1
C
If fis not completely sampled equidistantly but some values are missing then we can simply remove
the corresponding rows from and solve the remaining equation system.

For an irregularly sampled pattern we need to approximate the generator and the wavelet function at
the same nodes like the pattern. To this end we can use the refinement method described i8 $ettion

Custom solution with normal equations

Let f be a discrete or continuous pattern, that is for some indeX &eis f € I — R, z € ¢y (Z)
and A be a linear operator frorty (Z) — (I — R). The vectorz minimizes| Az — f||,, if and only if
A*(Azx) = A* f. [Sto99 Section 4.8.1]
Vy Ay = flly 2 |[Az = fll, < A"(Az) =A"f
This optimization problem isonvexand thus there is always a minimizing vectodf A* o A is invertible,
then the solution is unique and it holds
. * -1 *
argmin || Az — f||, = (470 A) " (A"f)

The vectorr is discrete, independently éf Consequentlyl* o A can be represented by a matrix. Thus
we can reduce the optimisation problem to the solution of a system of linear equations, caflediaé
equations It allows for several optimisations but the condition4if o A may be large, which means that
the solution of the equations system raises numerical problems. A rule of thumb is: The larger the size of
the filterh, the more the translates bfoverlap, the worse is the condition number with respect to inversion.

Efficient solution of the normal equations

Let A be the linear operator from the previous section. The matrix representatiéh ©fA has a block
structure. It can be represented by

% H K
A0 A~ </C* (Q)>

H e R{dosdr}x{jos 51}
K e R{dodi}x1
GeR

with

According to HJ8] the inverse is also of block form, more precisely

nok\ 1 (¢entrg g -
K@) q —J" (1)

J=H"'K
q=G—(K,J)

Because of the symmetricGEPLITZ structure ofH, every matrix multiplication involving<—" can be
computed efficiently Amm9g|.
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3.3.4 Efficient computation of normal equations
Continuous pattern

If the patternf is given as continuous function and the scalar proddets- &, f) and (¢, f) can be
computed, therf can be matched immediately withandz).
We have

A(s,c) =sxp+c-
and consequently
A'f =(Q(f x¢"), (f,4)
A" (A(s,0)) = (QUs * p +c- ) x9"), (s x o+ c- 1, 1))
= (54 Qe ) + - QU x9), (5, Q" x 1)) + - 4113

The matrix forA* o A consists merely of discretised convolutionsoénd+) with o* andvy™. They can
be computed efficiently by the algorithm in Secti®ni.2

Discretised pattern

If the pattern is given in discretised forfhe ¢, (Z) we should match it with the refined filters since they
are implicitly applied by the wavelet transform. This means we do not interpret the pattern as a linear
combinationf * ¢ of small generators, but we interpret it just as the plain sequénce

We obtain

A(s,e)=s12"«H+c-G
and with Lemmal.2.13

=((f=H")]2",{}.G))
((s12"«H+c-G)xH") | 2" <5T2”*H+C-G,G>)

= (((
( (H+«H*) | 2" +c- (G H*) | 2" (s,(H" +G) | 2”>+c-\|G||§)
It holds |G|l = (G * G*), and of cours¢|G||; = ((G +G*) | 2"),. Analogously it holds f, G) =
((f*G*) | 2"),. Further we can compute « H*) | 2", (G« H*) | 2", and(G = G*) | 2" rather

efficiently by a repeated convolution with immediate down-sampling.
One thing we need is the connection

Rpz*Ryy = Rz*g(x *Y)

It remains to find an efficient computation which benefits from the down-sampling. The following lemma
is essentially the consideration for the cascade algorithm in Segtiohported to discrete signals.

3.3.3 Lemma.
Claim.

Ny = (hTQ”_l*... *hT2*h*x)J2n

Proof. The claim is equivalent to
he=(Rps*z) | 2"
We use induction ovet. First we verify that

Tz =x=R)5*x
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For the induction step we neetl.2.2 of Lemmal.2.2

(Rps*z) | 2"
TZ(T;LZ‘)
(R"é*’]’hx)J 2"

( o (hxx) J2)j2”
2D (Rps 1 24 hxa) | 20

P2V (R (Ryo) ) | 2
-

[
Tyt

Rn+15 % I’) 2n+1

O

The iterated application df ;, is more efficient than computing} ¢, because the first one has shorter
filters as intermediate results. The computations are summarised

(f+H") |2 hef

(f*G) 12" =Ty f

(H+H*) | 2" = h*h*é

(G H") | 2" = T yun (T7559)
(G*G") | T gug- (TZI;S* 5)

3.3.5 Conclusion

Now we want to summarise the advantages and disadvantages of the presented method.

Advantages

e The smoothness of the matched wavelet can be chosen arbitrarily.

e The found filter pairs are automatically complementary. If this is not necessary there are certainly
much simpler methods which perform fast pattern detection.

e The resulting least squares problem is easy to understand. The user can intuitively decide which
kinds of patterns can be matched well and which cannot. He can intuitively decide at which scale
the pattern should be matched and how long the filters should be.

e The optimisation is fast.

Disadvantages

e The found filter pair is not orthogonal i.e. analysis and synthesis wavelet differ.

e Smoothness of the dual basis functions is hard to achieve. Fj@shows that for our previous
examples. Refer to Sectign3for strategies to fix this problem.

e Patterns in the signal can only be retrieved if they are at the scales and positions of the dyadic grid.

The last point can be weakened in the following way: Several wavelets can be matched to shifted and
rescaled variants of the pattern. Then one wavelet transform per pattern variant can be applied. The result
is redundant, of course. It can also be unsatisfying since the matching quality will not be homogeneous
over all shifts and scales of the pattern.
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Figure 3.6: Primal and dual generators and wavelets for matched wavelets: We show primal
and dual functions of the match examples from Figgige We match the ramp with respect to
CDF-3,1 (that is the matched wavelet is forced to have one vanishing moment, see &&cfion

for details) because the match with CDF-2,0 does not allow for perfect reconstructiogin¢he
function is matched to CDF-4,0. The fractal shape of the dual functions implies bad numerical
properties of the wavelet transform with respect to these wavelets.



Chapter 4

Smoothness of matched wavelets

The approximation of a given functiofi by a discrete wavelet function is one part of our matching
problem. The second part is that the wavelet transformation with respect to the filter ireasttg and its
inverse transformation should have good numerical properties. An important criterion for a numerical sta-
ble wavelet transformation is the smoothness of the dual functiarsl. The wavelet transform consists

of correlating the dual functions, ¢ and their dilates and translates with the signathat is(p — k, z)

and<(fz,7; — k:) 1 2j,x> . You can imagine that correlating a signal with non-smooth functions causes

strong dependencies from the shift of the signalUsing smooth dual functions reduces the sensitivity
against shift of the signal, but due to the recursive structute @keating smooth dual generator functions
is more difficult as one may think at first.

4.1 How to measure smoothness

Smoothness of functions is usually described by function spaces. This section gives a short introduction
to function spaces as far as necessary for our consideration of discrete wavelets. For a more detailed
introduction refer to e.g.T[ri92].

4.1.1 Smoothness and differentiability

What is the mathematical meaning of the smoothness of a function? We have the notatimfitywhich

means, intuitively spoken, that a function has no bumps. But it may have sharp bends. A continuously
differentiable function cannot have sudden bends thus “smooth” is often used as synocpmtiftuously
differentiable We can state that differentiating makes a function less smooth and that a function which is
differentiable of high order is quite smooth.

However it must be noted that this kind of smoothness includes arbitrary sharp bends or even almost
bumps. The problem is certainly that our intuition of smoothness depends on the scale. Something that
is smooth on a small scale may no longer be considered smooth at a large scale. Because differentiability
does not depend on scales it cannot fully reflect an intuitive notion of smoothness.

4.1.1 Definition (Spaces of differentiable functions).For k& € N, the space denoted ly* (R) is the
space ofk times continuously differentiable bounded functions. ThatigR) contains all bounded and
uniformly continuous functions and jf is bounded ang’ € C* (R) thenf € C**! (R).

The C* (R) spaces are related to the supremum norm, they contain only bounded functions. Given
a function f from C* (R) you can measure the weight and the roughness of the function by a term like

1o+ 15l + -+ £ -

An alternative space of functions of increasing smoothness is tilB8ev space where thg€,, (R)
norm is used for measurement of the weight and the roughness of a function, [|ikg,ir- Hf’”p S

91
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s

p

4.1.2 Definition (SOBOLEV spaces).For k € Ny the SOBOLEV spacedenoted byW’; (R) is the space of
functions f for which each of the first weak derivatives is irC,, (R). This is equivalent to the criterion

whether| f, + || f'||, + -+ + Hf(k)H exists.
p

4.1.2 Smoothness and the frequency domain

Our considerations of smoothness shall lead to an algorithm which makes a wavelet smoother which re-
sults from the pattern match algorithm. Using the differentiation order as measure of smoothness would
lead to a discrete optimisation problem. This seems to be more complicated than generalising the smooth-
ness measurement to finer (i.e. fractional) grades of smoothness. We just need a definition of fractional
derivatives.

Here the frequency spectrum (that is theURIER transform) of a function comes to our help. If
we have decomposed a function into complex exponential functions the differentiation is easy since the
derivative ofz — e"¢%isx — i- £ - €'€®. That is the differentiation only changes the weighting of the
function. This leads to the statement

F@=ieJe
FOE) = (18"
which can be easily generalised to any real

f(e) = =2 g F(6)

We see that differentiation amplifies high frequencies, thus differentiation is a high-pass filter. If a norm of
a Fouriertransformed function remains finite after some fractional differentiation this indicates a smooth
function. If the FOURIER transform of a function decays fast enough for high frequencies it fulfils this
condition.

We are now going to define generalisations of the spaces of differentiable functions arubithees
spaces to fractional differentiations. They are also more general in the sense that they do not only contain
functions but also distributions, namely objects like therEC impulse. For this purpose we need the
SCHWARZ spaceS (R) consisting of fast decaying arbitrarily often differentiable functions and its dual
spaceS’ (R) which is the set of all complex-valued tempered distribution®on

©)

HOELDER continuity

The HOELDER-ZYGMUND function spac€? (R) with s € R ands > 0 contains all functions that are up

to [s] times differentiable and some more functions. It is a generalisation of the spaces of differentiable
functions. A characterisation can be given using a smooth dyadic resolution of the unity aftiresR
domain and according band pass filtering 92, pages 14-17].

4.1.3 Definition (Dyadic resolution of the unity). The sequence of functions fromNy, — R — R is
calleddyadic resolution of the unity

supp ¢ C [~2,2]
vjeN supp sy € {¢ ¢ J¢ € [/, 27
IC>0 VieNy |yl <C

Ve ER > i) =1
j=0

A dyadic resolutiony is called smooth if the functions of the sequericare arbitrarily often differen-
tiable.
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4.1.4 Definition HOELDER-ZYGMUND space). For a smooth dyadic resolution of the unity the
HOELDER-ZYGMUND function spac€? (R) is defined as

C* (R) = {f . feS (R)AIC VjeN, 2JH17);*fH <C}
The so defined space is equal for all smooth dyadic resolutions of the unity.

SOBOLEV smoothness

The fractional ®BOLEV spacef/;, (R) is the generalisation of thedBoLEV spacelV;, (R). We restrict
ourselves toH3 (R) which allows for a characterisation that was used hyL¥MOES to explore the
smoothness of refinable functions.

4.1.5 Definition. The SOBOLEV function spacd?$ (R) is defined as

H (R) = {f P fes ®R)A (w (1+ |€|2)S-f(§)2> €Ly (R)}

4.2 Computing the smoothness of refinable functions

4.2.1 Convolutional decomposition

From the differentiation property of thedwRIER transform we can conclude that a function is smooth if
its FOURIER transform decays fast. However it should be noted that this is not necessary. A function with
a FourlERtransform consisting of peaks that become narrow fast enough at high frequencies, can also be
smooth.

If we have two functiong” andg whose FOURIER transforms are majorised l§y— |¢|” and¢ — |§|t,
respectively, then the FURIER transform of their convolutiorf/;ﬁ\g is bounded by +— 2 -7 - |§\S+t.
This means iff really decays{ < 0) then f % g will be smoother thary by the decay (this means: the
smoothness order) gf.

Theorem2.2.30allows us to consider a refinable function as convolution of other refinable functions.
If we factorise a refinement mask then we obtain associated refinable functions which are convolutional
factors of the original refinable function. There are factors that are of a special interest because they help
smoothing a refinable function.

TheBox-Spling(alsoB-Spling of jth degreeB; is a function which consists piecewise of polynomial
functions of degreg. Itis a convolutional power of the characteristic functipg, 1), the function which
is one at the intervdD, 1) and zero elsewhere.

s
Bj = Xoh)

Further on the characteristic functian, 1) is refinable with respect to the mask (1, 1). Theoren?.2.30
*( '+1)
implies thatB; is refinable with respect té% (1, 1)) Y
Every real polynomial can be decomposed into polynomials of degrees295 Theorem 25.21,
Lemma 25.24] Among the possible linear factors (polynomials of degree 1) the factors related to B-Splines
(% - (1,1)) are exceptionally smooth. The functiaf 1) which is associated with the ma%k- (1,1)

belongs to allF73 (R) for s < 1. Whereas a refinable function of a m%sg +e,3— 5) with € # 0 does

belong at most td73 (R) with s < 0.
The next two theorems quantify the smoothness advance that is achieved by convolving with the char-
acteristic function.

4.2.1 Theorem.
Prerequisite. Let o € C* (R).
Claim. Theny  x[o,1) € C*** (R).
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Proof. We will show thaty * x[o,1) is as smooth as the integral of
The following identity holds:

(o5 xo) (@) = [ (£ 9 X (@—1))

(= e xC 1ot - )

T——

(t = (1) - X(z—1,2] (t)>

P

Il
—

(z—1,z)

2 / ¥
(0,z) (0,z—1)

Sincep € C*(R) itis (x — f(o ) (p) € C**1(R) and thus the difference of such functions is in
C°*1 (R), too. O

Il
—

given that the integraf(O ¥ exists.

Also for the fractional ®BOLEV smoothness we obtain one degree of smoothness more for every
convolution withxg,1).

4.2.2 Theorem.
Prerequisite. ¢ € H3 (R)
Claim. ¢ xp01) € H3"" (R)

Proof.
— 2 sin &
X[fl,l)(é.) - \/ﬁ §
X0, = (X1, — 1) L 2
— 2 bm% —i-g/2
X[O,l)(g) - \/ﬁ é— €
2 i €2
T 2 s bln§
< — 1 <l+4+ — 1
viEl < 5 TSI A 2| =
T 1+)¢*_ 4 ¢l
— — +1 2 = <4
Vgl > 5 7 — + A sin 3
sin & 2
2) 9.2
Ve (1+|§|) 2. 52| <6
s+1 o s+1 =R o
Hf’_) (1+|§‘2) 'SO*X[O,l)(f)QH = Hf»—> (1+|§\2) ~2-7r-<p(§)2~x[0’1)(§)2
1 1
<6 o (14167) " e
1
and consequently ip € H3 (R) theny x xo,1) € HST(R). O

What we got is that if: is a mask for a refinable function thén - (1, 1) is the mask for a smoother
function with usually similar shape. We will thus c%ll- (1, 1) thesmoothness factor

Thus it is worth separating B-spline factors from a refinable function before considering its smoothness.
In this sense each refinable function can be considered as a convolution of a B-spline and a very fractal
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Figure 4.1: The generator of the orthogonalUBECHIES-2 wavelet basis decomposed into

a B-spline and a fractal part. The convolution of both functions in each row results in the
DAUBECHIES-2 generator. The function graphs are generated with the cascade algorithm (Sec-
tion 3.1.7) over 6 levels of refinement. There is certainly no function which is refinable with
respect to the RUBECHIES-2 generator mask without any B-Spline factor, as well as there is
no function (but the IRAC impulse distribution) which is refinable with respectitorhus their
function graphs (especially the heights) are arbitrary.
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object, that is a non-regular distribution (Figu¥d). Roughly spoken the B-spline is responsible for the
smoothness and the fractal portion defines the shape.
The factori - (1,1) in a mask can also be characterised by a zero of theRFER symbol. Since

w = 1-(1,1)is associated witd(¢) = 1 - (1 + ei'5> itis w(r) = 0, thus a mask contains the factow

exactlyn times if and only ifh has an times zero atr.
The consideration of smoothness of refinable functions leads us to the eigenvalue spectrum of the re-
finement operator. There is a tight connection between the smoothness factors and some special eigenvalues

of the refinement operatorS{rogq

4.2.3 Theorem.
Prerequisite. Leth € £, (Z) with 3~ h = 1 and be refinable with respect to- (1, 1) « h. The operator
T 1, is a convolution with subsequent down-samplifig,¢ = (h * x) | 2) as in Definition2.2.32
Claim.
° 2. 7’1 .(1,1)«, has all eigenvalues & - 7, multiplied with £ 5 (that is the eigenvalues df,) and
addltlonally the eigenvalue
e If zis aright eigenvector df- 7, then(1, —1) x z is a right eigenvector df - Tl .(1,1)«h- Thatis the
neighbouring elements ofare subtracted. The extra eigenvalueof 1)*,1 has the discretised

refinable functior)y as right eigenvector.

e If y is a left eigenvector of - 7, theny # (—1,1) is a left eigenvector of - Ty (L 1)k The
eigenvectoy will almost always have infinite support thus there is no satisfying notion of divisibility.
The division is not unique. One example is the discrete integration (cumulative sum) of the sequence
y. The extra eigenvalue af- 71 4 ;). has the left eigenvectqr. ., 1,1,1,...).

Proof. First we consider how eigenvalues and eigenvectors evolve #rto 71 (4 ,).,,- For the right
eigenvectors we find
ANx=Tpx
=(hxz) ]2
A (L, -Dxz=(1,-1)x(h*xx) |2

=(hx(1,0,—1)*x) ]| 2
(1,-1)xz = (;-(1,1)*h*(1,—1)*m> 12

=T1.a14((1,-1)xx)

| >

Left eigenvectors of ;, are right eigenvectors of ;.

Th=(12)o(hx)

Tr' = (h*)"0o(2)" |  Lemmal.2.13
= (h**) o (1 2)
Tr'y=h"*(y12)
/\-y—h* (y12)
Ay#(=L1)=h"x(y12)#(-11)
=(1,1)*h" (yTZ)%(—l,O,l)
= (L, 1) = h" = (( f(*lvl))m)

| >

Yy
A L) = (5D eh) e lw (L1) 12
7 /

%.(1,1)*h*((y (-1,1))12)



4.2. COMPUTING THE SMOOTHNESS OF REFINABLE FUNCTIONS 97

What about the eigenvectors of the new eigenvaf@eThe statement for the right eigenvector was
already confirmed in Sectidh 1.2 For the left eigenvector we obtain

2-T1 e (L1, 1000)

(1,1 «h*«(...,1,1,1,...) 12
o (o, 1,1,1,..0)

S oh(, L1100
(..,1,1,1,...) .

O

4.2.4 RemarkIn Remark2.2.34it was shown that the sets of finitely supported right eigenvectots,of
and of 7, are equal. In contrast to that for each finite left eigenveetae derive

degz = deg(h™ * (z 1 2))
degx =degh +2-degx
0=degh +degx

This can be fulfilled only for zero degréeandx. This implies that forleg h > 0 the left eigenvectors of
T 1, have infinite support.

* K
The above theorem shows that a pov@r (1, 1)) of smoothness factors in a makkcorresponds

to the eigenvalues, §,%,...,27% of T,. The converse is not true: The maé%,m %) induces the

eigenvalue%, %, 0 but contains no smoothness factor. Every convolution with a smoothness factor halves

all eigenvalues. The absolute value of the largest eigenvalue which is not associated to smoothness factors
determines the smoothness of the refinable function. The smaller this eigenvalue the smoother the function.
For some smoothness measurements we will have to corBiger instead ofl’},.

4.2.2 VILLEMOES machine

In Section4.1.2we got to know how smoothness of functions can be expressed by their memberships
in spaces of functions of certain degrees of smoothness. The familp®bS=v spaces and the family
of HOELDER spaces are certainly the most popular ones. In the previous section we have seen how the
factor - (1,1) in a refinement mask contributes to the smoothness of the refinable function. We will now
complement that with smoothness estimates of the remaining mask.

The key component of all smoothness measures for refinable functions is the following operation de-
fined for a maskn:

1. Extract the convolutional factay- (1, 2, 1) as often as possible from. That is choosé such that

1 * K
m:(4-(1,2,1)) x h

whereh contains no further smoothness factor (1,2, 1). (Equivalent:ﬁ has no double zero at
7, i.e.h(w) # 0 or () # 0, or alternatively:Eh has no double zero at1). Note that the mask
2
1.(1,2,1) corresponds to the symbol— (cos g)
2. Set up the matrix’, and compute the absolute value of its largest eigenvalue. This is denoted by

thespectral radiusp (T').
3. The result of the operation is

My, =2 K —logy0(2-Th)
=2 K —1-log,0(T})
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HOELDER continuity

The definition Definition4.1.40f HOELDER-ZYGMUND spaces is not suitable for application on refinable
functions. We use the following embedding instead.

4.2.5 Lemma.
{riresma(en v fo) ca@pcem

Proof. Consider a more special resolution of the unity whegehas values betwedhand1 everywhere
and which isl in the interval[—1, 1]. All other functions are defined by; = vy 1 27/ — ¢ 1 297! (see
[Tri92], page 15).

For all j € Ny it holds that

e |

<> o],

k=0

<o [ (em vy |Fo))

O

An estimate of the I@ELDER continuity for refinable functions in terms of their refinement mask was
derived from this embedding byd@ze and RauGi [CR9Q Con9(d. For a summary seédau9y. The
price to be paid for using an embedding is that we cannot find the maxisr(ttime true smoothness”) for
which the considered refinable function istfi(R).

The estimate can be made more simple in the casétligmh positive function, thatig¢ ¢ R m(&) >
0.

4.2.6 Theorem HOELDER continuity of a refinable function). Given the maskn decide:

1. If mis positive, seky = M,,.
2. If m is not positive, setg = 3 - (Mppam- — 1).

Let ¢ be the refinable function associated with the maskThen it holds

VseR s<sg=¢el’R)

SOBOLEV smoothness

The SOBOLEV smoothness of a refinable function can be characterised similarly to Thda2esfivil93,
Theorem 2.3].

4.2.7 Theorem GoBOLEV smoothness of a refinable function).
Prerequisite. Given the maskn let sy = % - My m~. We need the conditioB () from Definition2.2.21
saying that the integral translatesform a RESZz basis.

Claim.

1. VseR s<sy=pe€ H;(R)
2.VseR B(p)Ap e H5(R) = s < s

That means, can be regarded as an accurate measurement of the smoothpess of

This smoothness measurement method can be generalised to non-separable multi-dimensional
wavelets. RS96 DGM99
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4.2.3 Simple estimates

The estimates given in this section are already presentddif4], but especially the last and most precise
estimation could be simplified a lot by the notion of the circular convolution. The computation of this
estimate can be accelerated with the discret@®&ER transform, but it is still only competitive for very
long masks.

Theorem4.2.6and Theoremt.2.7 states that the smoothness of a refinable function depends on the
number of factor% -(1,1) in'm and on the remaining factér More precisely the spectral radius of either
T}, or T'h.p- is the critical quantity. The number of facto%s- (1,1) is easy to handle normally, but the
largest eigenvalue df, is not. Thus we will focus on the remaining mdskando (T'},).

4.2.8 Remark.According to Lemma2.2.27it is sensible to restrict our considerations to masksith
-~ — —~ 2
suml (h(o) = 1). Hence the sum of the coefficients/ok h* also equald (h * h*(0) = ‘h(o)‘ = 1).

According to Theorend.2.6and Theorend.2.7we will consider only matrice$’ of positive filter polyno-
mials and their filter coefficients will always sum upito

4.2.9 Notation. For brevity we want to use the variablesindx for the start and the end index of the filter
h.

v = min(ix h)

k = max(ix h)
Similar to Definition3.1.5we want to denote the size of the maslith #h.

4.2.10 Lemma. The first and the last non-zero mask coefficiént,andh, respectively, are eigenvalues
of the matrixT’;,.

Proof. Expand the determinadet(7, — A - I) for the top and the bottom row. O

There are some simple general ways of estimating the spectral radius of a matrix(E,9.< || Tx||
holds for any matrix norm. We will show that such estimates are too weak in some cases. This should
motivate the search for stronger estimates as presented at the end of this section.

The following statements show that the column and row sum matrix norms are bounded from below.
Thus estimates based on these norms cannot benefit from the fact that longer filters allow smaller spectral
radii.

4.2.11 Lemma.

1. If K — v is even, then the row sum norm of the matfix is at leastl.
2. If kK — v is odd, then the row sum norm of the matffiy, is at Ieas%.

Proof.
o Case2 | (k—v):
The #th row of T, which is the centre row consists of all mask coefficignts. . ., h,, thus

1Tl = max D7 |(Th),
I eixh
> 3 @)y = 3 Il

ke€ix h ke€ix h

v
™
=
I
—_

o Case2t(k —v):
The “t£=1th row of 7', consists of all mask coefficients except and thet5+Lth row of 7,
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consists of all mask coefficients excéptand thus

IThle > max S |(Tw),

vir—1 vtrtl
je{ =t et }keixh

=max {|hy|, |hel} + > [Pl

keix h\{v,x}
1
> 5 (1wl + [hal) + > |hl
keix h\{v,k}
>l DD Il D
keixh keix h\{v,k}
N S
=9 A k
keix h\{v,x}
1
> -
-2

The column sum norm might be better suited.
4.2.12 Lemma. The column sum norm of the matrix;, is at Ieas%.

Proof. Forv = kit must beh,, = 1 (Definition 2.2.24 and thus|7' ||, = 1. Forv < « the matrixT’, has
at least two columns. We consider the first two:

ITully = max 7 [(Tw),.]

J €ixh
= ma T ‘—
ke{y,u)j-l} Z (Th);, kS}%’i} Z [
jE€ixh
1
>50 2 Z 1
ke{0,1} je[k]
1
25> |hl
jE€ixh
1 1
SERPIR R
jEixh
O
4.2.13 Lemma.
1. If #h is even then the ROBENIUSnorm of the matrix’;, is at least-

%.
2. If #h is odd then the ROBENIUSnorm of the matrix’;, is at least, / f;hl.

Proof. By counting the number of occurrences of each coefficieni af 7', we obtain the following
relations.

o Case2 | #h:

#h
1Tl = =5 - 1Al
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o Case2t{#h:

4#h—1
ITwl% = Bl Tl

2
kelv],
The BucLiDean norm of can be bounded by
1Rl | inequality of quadratic and arithmetic mean
1
> —— || | h=1
Virh ' 2
1
>
= J7h
and we obtain for both cases
1.
#h
17wl = 4/ 75 - Il
VT
> —
V2
2.
#h—1
||Th||F 2 T ||h||2

o [#h—1
=\ 2 #n

So the lower bounds for theR®OBENIUS norm are between the row sum norm and the column sum
norm.

It is clear that long filters allow for at least the smoothness of short filters simply because long filters
have additional degrees of freedom compared with short filters. The next statement quantifies this observa-
tion and gives a theoretical limit of the smoothness for a refinable function depending on the length of the
mask.

O

4.2.14 Lemma. The spectral radius of the matri, is always at Ieas%.
1
Ty) > —
o(Th) > Zh
Proof. We make use of the fact that the diagonallgf consist of all coefficients of the mask. We use the

index setix i for the eigenvalues ;, too, although the eigenvalues do not correspond one-to-one to the
mask coefficients.

T ES Y

jeixh j€ixh
> Z Ajl = |tracc(Th)|
j€E€ixh
=|> h|=1
j€E€ixh
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However the estimate of the smoothness depending on the mask can be refinetdami(@i) in-
stead oftrace 7';,. More generally we observe that’if, has eigenvalues,, A\, 11,..., . thenT} has
eigenvalues\y, AJ, 4, ..., AL Thustrace(Th) = > c;, , AT

Itis Ty, - = (hxx) | 2. With the help of Definitior2.2.1and LemmaB.3.3we can express the matrix
power as convolution with subsequent down-sampling, as well.

hex=(Rpdxmz)|2"
For brevity we substitute
Rpo=H"
We derive the matrix representation

b= ()0 Gk € (ixh)?)

We realize that the trace @f;, is essentially a sum of selected coefficientdi6f, namely

trace(T) = Z (Hn)(Q"—1)~j
jEixh

=> (H"|(2"-1)

It is not necessary to explicitly perform all convolutions which are involved/in We can save a lot of
computations if we compute cyclic convolutions with respect to the p&fiod 1. Then the trace is given
by the zeroth coefficient of the cyclic convolution product.

4.2.15 Definition (Transformation to a periodic filter). We define the operata?',, from (Z — R) —

(Z,, — R) which turns a straight filter into a circular one. The Zgtis the ring of residue classes of
Z with respect ton, that isZ,, = Z/(n - Z). This means that the indices of the resulting periodic filter
are residue classes. The residue class denotéd big defined adj : i =j mod n}. [Str95 Example

6.21]
(Cnh), = Z h;

jeTr

4.2.16 Remark.The usage of residue classes as indices allows us to easily adapt the definitions for
convolution and up-sampling for periodic filters. The filtdrsand ¢ must be of the same period, i.e.
{h,g} C Z,, — R.

Down-sampling Ve e€Z Vke€Z, (h|c)p=hy &

Up-sampling Ve€eZ Vk€Z, (hlok= Y. h (4.2.1)
jik=[c],,-j

Convolution Vk€Zy, (h*g)r= Z hj - gr—j
JELn,

In contrast to straight signals a cyclic signal will not become shorter by down-sampling. Instead the signal
is padded periodically. A new property of the cyclic up-sampling is that it can lead to overlapping. These
are resolved by summing all overlapping values. Using this definition the following properties hold, namely
the transformation to the periodic filter commutes both with up-sampling and with convolution.

Up-sampling Cpohle=Cph(h1c)
Convolution CrhxCpg=Ch(hxg) (4.2.2)

However the equatiot,,h | ¢ = C,,(h | ¢) does not hold in general. For example:

02(1707 71) |2= (an) 12 = (an)
02((1707 _1) | 2) = CQ(L _1) = (15 _1)
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Now we can formulate the computation of the trace as
trace(Ty) = (Can_1(H™)) 0] (4.2.3)

_ (Ogn_l(h 1 2”*1) s % Con_1(h12) *cgn_lh)

(0]

The last convolution need not to be performed completely since we are only interested|in, the

indexed coefficient of the result. But we have still to perfotm- 2 cyclic convolutions. This can be
drastically reduced to abo@t- log, n convolutions by using the following recursion scheme. It expresses
the2-k and the2- k£ + 1 times refinement in terms of thetimes refinement. Thus in each recursion step the
number of refinements is halved. This scheme is also known for integer powers with respect to associative
operations such as the matrix multiplication.

Can_1 (H2'k> =Caon_q (Hk T Qk) * Con_1 (Hk>
=Caon_q (Hk) AR 02"—1(Hk>
Con g (HFHHY) = Can 1h 1275 4 Cony (HY) 1 2% 5 Oy ()

A 2% times refinement is the relative best case where we heedvolutions. A2**! — 1 times refinement
is the relative worst case where we n@ed: convolutions.

It is worth noting that the up-sampling is especially simple here because overlaps cannot occur. That is
up-sampling is just a rearrangement of coefficients.

4.2.17 Lemma.Leth € Z, — R and letc andgq be relatively prime integers, then the up-sampling c
does not cause overlaps.

Proof. According to the definition of the cyclic up-sampling 2.1) the claim is equivalent to the statement
that for eachk from Z, there is only ong with k = [c]q - j. Sincec is relatively prime tog there is an

inverse[c ] of [c],, in the ringZ,. Thus for eactk there is exactly one associatﬁdwamely[c];1 k. O

In our situation it isy = 2" — 1 andc = 2*. They are relatively prime because the only prime factor of
cis 2 whereagy is odd. We can explicitly express the mverse{@; =[2"" ’f]

Now we know how to reduce the number of convolutions but have not considered the convolutions
themselves. We know that the discreteUdRIER transform turns cyclic convolutions into multiplications
which dramatically speeds up the computation. We will also see that withab& ER transform we even
need no prior reduction of the number of convolutions.

4.2.18 Definition (DiscreteFOURIER Transform). TheDiscreteFOURIER Transformis a function from
(Zy — C) — (Z, — C). For acyclic signah from Z, — C itis defined as:

2.7

z=e 4
DFT(h), = > hj- 27
J€Lq

Where the exponentiation with a set of numbers (resulting from the residueicla$ss meant as expo-
nentiation with an arbitrary element of the set. This is unambiguous since all elements lead to the same
power.

4.2.19 Lemma (Inverse Discretd~OURIER Transform). The Discrete BURIER Transform can be in-
verted by

2-7-i
q

Zz =€
1
DFT~ - Zh . [VK95]
JEZL,
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It follows that
hjo) = DET™H(DFT(h))
~ LS orrny) (4.2.9)
q

4.2.20 Lemma. The Discrete BURIER Transform turns convolution into element-wise multiplication.
DFT(h  g)r = DFT(h), - DET(g)%
Thus using this transform we can simplify the convolution a lot.

DFT (Cgn_y(H™)) = DFT (an,lh 127 Vs % Cyn 1h ] 2% czn,lh)
= DFT(Can_1h 12" 1) ... - DFT(Can_1h 1 2) - DFT(Can_1h)

But we also want to reduce the number transforms to a minimum. Can we comMp@éh T ¢)
easily fromDFT(h)? For the continuous #URIER transform and for the BURIER series expansion we
know that dilation is turned into shrinkage. Analogously iDET(h 1 ¢) = DFT(h) | ¢. If cis not
relatively prime to the length df thenh | ¢ involves summing of overlapping values, but on the other side
DFT(h) | c omits some BURIER coefficients and periodically pads the remaining ones.

DFT (Can_1(H™)) = DFT(Cgn_1h) | 271+ ... - DFT(Cgn_1h) | 2- DFT(Can_1h)

In this representation we need to compute tliyRIER transform only once. Sincg® and2" — 1 are
relatively prime the down-sampling is a plain rearrangement. To compute the total product we have to
perform(n — 1) - (2™ — 1) multiplications. This can be reduced to at m{t — 1) multiplications by a

more detailed analysis of the rearrangements. fiheoefficient of the product of theduRIER transform

is given by

DFT (Can_y ( H (DFT(C2n-1h)), )

2n—1

Sincel = 2" mod (2" — 1) the indices of DFT(Cs»_1h) in the product for the coefficients
DFT(Can—1(H"))k.[2m1,, , for specifick are only cycled depending om. That is for fixedk and
varyingm the coefficientDFT(Con_1(H"))g.12m),, , are equal.

The sequence - [1],. .,k [2]yn_4,-.., k- [2""!],._, may contain equal elements. If two elements
are equal then their successors are equal, too. Thus equal elements lead to cycles.

This situation can be described by group theory as follows: There is a géoup|,. ,,-) with ele-
ments fronZs» _1, NamelyG = {[27']2,_1 : j€{0,...,n—1};. The setG - « of all possible products
between elements ¢f and a certain elementfrom Zo~ _; is called theorbitof x, G-z = {g - = : g € G}.
The stabiliser (alsogroup of isotropy [Str98 Theorem 17.14],\[Vei0O5 Stabilizer]) ofx is the subgroup
from G with the elements which let unchanged, i.etabg(x) = {g : ¢ € G A g -z = x}. For example,
forn =6itis G = {[1],[2], 4}, [8], [16], [32] } and we obtain for instance

-[5] {5, ],[40], [17],[34]}  stabe([5]) = {[1]}
-19] :{9 } stabe([9]) = {[1],[8]}
= {[ } stabe([21]) = {[1], [4], [16]}

According to Bre0 there is a nice connection to the binary representation of the numbers. The multipli-
cation2 - z in Zs»_1 means rotating the digit binary representation af by one to the left. Thus if the
bit pattern ofz contains ann-periodic pattern then we obtain distinct bit patterns by bit rotation, i.e.
#(G - z) = m. Indeed9 has the binary representatiof1001 and21 corresponds t610101.

In general it holds the following connection between the cardinalitie§,06f the orbit and of the
stabiliser:

#G = #(G - x) - #stabg(z)
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If #G is prime then the sequen®,,. ,[k- 2]y, ;,...,[k-2""!],._, has prime length and there
cannot be true sub-cycles. In this case the set of indite3, ..., 2" — 2} can be partitioned int@%
orbits of sizen. ThatznT‘2 is an integer can also be verified bg®MAT’s Little Theorem. The formula
gives an idea of how fast the number of orbits grows for increasjrigjough we cannot give such a simple
expression for general.

We patrtition the set of all indices into orbits with respect to the powers of two, that is

,C: {Gk . kGZQH_l}

Orbits which overlap are equal. Sinkeis an ordinary set, each orbit occurs only once. For each orbit we
have to evaluate a product, but since we do this only once per orbit this leads to a sophisticated computation
of the trace of the dyadic band matrix power. Starting frén2 3 and @.2.4 we obtain

1

trace(T}) = o1 Z DFT (Can_1(H™)),
k€Zan _4
n/#J
1
=0 > #J - | [[ DFT(Can_1h);
Jgek jeg

In this formula each coefficient of theduRIER transformed signal is invoked only once. If we neglect the
organisation effort for the partition into orbits we achieve roughly linear time consumption with respect to
2" — 1. The slowest part of the computation is now th@URIER transform which needs time proportional
ton- (2" - 1).

We have now derived an algorithm which neédemputation steps in order to periodically sum a filter
h of lengthl. For computing the trace of theth power of the dyadic band matrix bfwe need computation
time proportional ton - 2. That is the computation power increases exponentially with respect o
contrast to that with a slightly optimised implementation of the matrix power we can compute the trace in
about2 - log, n - I? steps. We realise that the algorithm based on cyclic convolution can only compete for
very smalln. Especially fortrace(77%) it turns out to be very handy. We will concentrate on this case for
the rest of this section. Itis

trace(T3) = > (Csh 1 2% C3h)
becaus€ = —1 mod 3
= (Csh 1 (=1)%Csh)
= (Csh)[zo] + (Cgh)[?l] + (C3h)[22]

4.2.21 Theorem.For a given mask with finite support lety = C3h andB;, = yﬁo} + y[21] + y[22]. Then
a lower bound for the spectral radius is given by

ﬁ -Bp < o(Th)

If the eigenvalues of ', are all real then there is a simple upper bound:

o(Th) < By,
Proof.
1.
2 2
#h'}ggﬁp\ﬂ 2 Z by
jEixh
2|2 %
jEixh

trace(T%)‘ =Bj
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2 2
max [A]” < Z [\l

= > N =B

j€E€ixh
O

4.2.22 RemarkOne might hope that the eigenvalues of matrices of the fbpm,- are always real. The
exampleh = (2,0,0,—1) disproves this assumption. Itlsx h* = (—2,0,0,5,0,0, —2) andT .- has
the eigenvalues-1 + 3i, —2, -2, 5.

Indeed there is a family of filte#s which lead to a constant value 8, - according to Theorem.2.21
while the spectral radius &}, is not bounded. Such a family {1 + #,0,0, —z) : = € R}.

4.2.23 RemarkOne might also assume that the existence of a complementaryfiliex. a filterg such
that h andg allow for perfect reconstruction, see Definitiar2.9 already implies that all eigenvalues of
T~ arereal. This is also not true since foe= (2,0,0,—1),g = (0,0, 1, 0) the filterg is complementary
to h.

Whether the spectral radius is closer to the upper bound or closer to the lower bound depends on the
distribution of the eigenvalues of the matfik,. In the case that the eigenvalues have similar magnitude
the spectral radius will be close to the lower bound. If there are only a few large eigenvalues and many
small ones then the spectral radius will be close to the upper bound.

A simple lower estimate for the spectral radius that does not depend on the filter coefficients is given

by
4.2.24 Lemma.
1
V3 -#h

Proof. We derive this from Theorem.2.21using the inequality of quadratic and arithmetic mean

o(Th) >

: (y[o] + Y+ y[z])

due to Remark.2.8 O

4.2.25 Corollary. For a refinable function or distributiop with respect tah (containing no smoothness
factor% - (1,1)!) the computation of the 880LEV smoothness according to Theordn?.7 yields the
estimate

* Mpn

@
o
\

(=1 —1logy 0 (Than~))

Y R
3 #(h* h*)
. (—1 + L -logy(3- (2 #h — 1)))
2

log, @ - #h)

IN

IN
Bl= NN~ N NDREND
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This means that apart from adding smoothness factors the bound foo#®.8v smoothness can be
increased by 1 only if the mask length grows by a factor of 16! The mask (free of smoothness factors) of a
refinable function fron¥7} (R) must have at least length 13%(.

We will now consider an optimisation for estimating thee®LEvV smoothness op. According to
Theoremd4.2.7we have to procesk x h* instead of the pure filter magk to that end. TherB,., =

\/Zjem (Cs(h = h*))j. Because the periodic summation and the cyclic convolution commdiig. Z(

from Remark4.2.1§ we can avoid the need for an explicit convolutibnk h*. With y as defined in
Theoremd.2.21and

p1r=ypo +yn t+ypz =1
P2 = Yoy + Yh + Uy

we obtain
(Cs(h*h™) o) = ypo1 - Y10 + ypay - ¥y + Yiz) - Yi) = P
(Ca(h*h")n) = Yo -y + Y - Y2 + Yi2) - Yio) = @
(Ca(h*h"))2) = yio) - Y121 + Y - Yo} + Yi21 - Yy = %
and thus

4.2.4 Examples

We will now compare our simple estimates with the exact regularities provided by Thda2enfor two
standard families of wavelet bases. The considered wavelet bases have filter polynomials that are not
positive in general thus thed£LDER smoothness estimate according to Theodeb6is derived from the
SoBOLEV smoothness. Hence we only consider estimates of dmo8EV smoothness. The orthogonal
DAUBECHIES wavelets as well as the biorthogonab@eN-DAUBECHIES-FEAUVEAU wavelets (CDF)
are chosen because they can be automatically constructed up to high ordea(s&2 $ections 6.1 and
8.3.4]). The considered filter masks lead to transition matrices with real eigenvalues and thus both estimates
of Theoremd.2.21can be applied.

The complete algorithm for estimating theSoLEV smoothness is

1. Letm be the filter mask. X« X

2. Divide m by the highest possible powég (1, 1)) (alternatively dividen (&) by (1 + e*if) ),
the quotient igh.
Compute the sumg, = >, hit3.; fork € {0,1,2}.
Compute the square sum = y2 + y7 + y3.

2 3
Eventually the BOLEV smoothness limit, is bounded by

o g ~ow

p 2
ComputeBj,,+ = \/3 : (p2 _ ;) +1

1
so < K —logy (2 Bpan+) + 3 -logy (2 #h —1)
and further if one knows that the eigenvalues are all real then
K — 10%4 (2 : Bh*h*) S S0

4.2.26 RemarkStep2 is numerical critical because the resulting filter has coefficients that vary heavily in
magnitude. Thus even the simple criterion of the sum of the coefficients béingolated!
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Figure 4.2: ®BOLEV smoothness of BUBECHIES wavelets (¢ as in [Dau93, ¢ is the
HAAR generator) depending on the order of the wavelets.

Orthogonal DAUBECHIES wavelets

For a given power of the factey- (1,1) in m (this is considered as thader) the DAUBECHIES wavelet

filter is the shortest one that leads to an orthogonal wavelet basis. Actually there are several filters possible
for one order but they all share the same fittex m* and thus the samed®80OLEV smoothness. Figure2

shows that the upper estimate of the smoothness is atimiogto high and the lower estimate at mosi

too low.

Biorthogonal spline wavelets (CDF)

In contrast to orthogonal bases the CDF wavelet basis consists of two different generator functions, that are
a primal and a dual generator. The dual generﬁtﬁﬂs aNth order B-spline, its Sobolev smoothness is
So = N — % and this is also the result of our estimate due to Theateh®1since the filter consists only
of a power of% - (1,1) and the eigenspectrum of the transition matrix of the remaining filter of length 1
will be estimated exactly.

That is why the more interesting function is the primal genergtqro whose filter contains thé&'th

power of% - (1,1) and the remaining filter depends only éhg—N The dependency ol is clear thus
we content ourselves with the analysis(@,tNgb N e N) which is a sequence of functions of decreasing
smoothness as can be seen in Figuie

The maximum deviation from the lower boundid and the deviation from the upper bound is at most
1.5.

4.3 Enhancing the smoothness of primal generators

In the previous section we have learnt how to compute the smoothness of refinable functions. We are now
going to add the smoothness of the primal generator to the optimisation derived in S&8t@dnThe
smoothness is determined by the number of smoothness fagtof$, 1) in the mask and the spectral
radius of the transition matrix of the remaining mask. Thus there are two approaches to make the primal
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Figure 4.3: ®BOLEV smoothness of the CDF primal generatok ¢ depending on the order
N.

generator smoother. On the one hand we can increase the number of smoothness factors and on the other
hand we can decrease the spectral radius connected to the remaining mask. The first approach is targeted
at a discrete parameter with a predictable influence and the second one deals with continuous parameters
which requires non-linear optimisation techniques.

4.3.1 Reducing the spectral radius

Due to Corollaryd.2.25the smoothing effect of spectral radius reduction is not big. Nonetheless sometimes
one can get a bit more smoothness when giving up some smoothness fag®3 &nd replacing them
by general factors which minimise the spectral radius.

Leto fromR x ¢, (Z) — R be a smoothness (or better: roughness) estimate. We add it as a penalty
term to our optimisation criterion.

argmin (|lc- 1 + s o — fll, + o(c, s))
(e,9)
Note that the power of the term for the difference of wavelet and pattern is irrelevant for the optimisation
result of pure matching. Since we add a penalty term it is now worth considering the power in more detail.
It holds

argmin (|lc- ¥ + s % ¢ — f||,) = argmin (Hc sk — f||§)
(¢,s) (¢,s)

In contrast to the functior{c,s) — |c-v+ s*¢ — f||, without a power the functior(c,s) +—
le-v+s*xp— ng is differentiable (also at the minimum) and the derivative is a linear operator. So
we change the minimisation criterion to

axgmin (||c- o+ s+ — I} + o(c.s))
(c,s)

There are several sensible choicesdorAll of them are based on thedBoLEV smoothness which
is determined by the eigenvalue spectrum of the transition matrix. Since we have (still) no constraint on
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the number of smoothness factors in the low-pass smoothness factors will occur only accidentally in the
low-pass and we skip an extra handling of them.

Given the low-pas$ (corresponding t@) and the high-pasg (corresponding ta)) the maskg’ of
the matched high-pass i§¢ = g + % (s T 2) x h. According to Definition2.2.12the dual low-pass is

W = (¢" < 1)_. Eventually we obtain the transition matdx of the dual low-passi/ = 7', _;--) whose
spectral radius depends decreasingly on the smoothness of the generator. That is, the smaller the spectral
radius the smoother the generator.

With the dependency aff on s andc in mind we can describe some choicesdor

e The spectral radius ¥/ is the exact choice, i.ex(c, s) = o (M). But it needs more computation
than the alternatives below and it is numerically not as stable as other ones.

e The sum of the squares of the eigenvalued/fi.e. o(c,s) = trace M2, can be computed very
efficiently (Theorem4.2.27). But it is only an upper bound if all eigenvalues are real and since we
cannot assert that we cannot use this estimate here, unfortunately.

e The sumnorm o\, i.e.o(c,s) = || M|,

e The FROBENIUSNOrm of M, i.e.a(c,s) = ||M]| . This is similar to’ Bosh

’ , which is equal

2

2 ~
. Because the mapping frogto K is affine, the mapping té’ is linear and the

2

tol|¢ — |1(¢)

&

2
norm is convex, the mapping fromto

£ |B(6)

2
is certainly not convex. In practice both th&FB8ENIUS norm and the autocorrelation norm have
exhibited the best numerical stability.

is convex. A mapping with respect to

Because of the division byin the lifting step the magnitude efis essential. Small values oflead
to big lifting coefficients and big coefficients iff and#n/. Big coefficients ink/ lead to large estimates of
the spectral radius and tend to produce large eigenvalues. This is the reason why the optimisation with a
penalty term mainly increases Eventually the practice shows that without support by smoothing factors
in the opposite basis it is hardly possible to achieve considerable smoothness or at least regular functions
as generators. Figure4 shows an example.

4.3.2 Adding smoothness factors

In the optimisation approach we derived in Secto8.2we could choose the low-pass filtefreely. The
choice ofh limits the choices of complementary high-pass filtgrsThe dual low-pass filteh depends
only ong byh (9 — 1)_ (Definition2.2.1). How can we assert thatcontains, saymn tlmes -(1,1),

|.e.
e E:ﬁ*<;%LU> 2

This question was already answered in TheofeM18 With the connectioh’ = (¢’ — 1) _ this property
is equivalent to
, , 1 *m
9 g=4g'* (2-(1,1)>

A9 g=4g * (; (1, —1)) . (4.3.1)

and

We realize thatn factors] - (1, 1) in the dual low-pass filteh are equivalent ton factorss - (1,-1)
in the primal high-pass filtey. Figure4.5shows how these factors affect generator and wavelet functions.
Convolving with the mas% -(1, —1) means computing differences. This mask factor is related to vanishing
moments which are introduced in the following section.
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Figure 4.4. Match of wavelets with reduced spectral radius of the transition matrix. For high
weighting of the smoothness term the optimisation process becomes numerically unstable. We
show here the result of highest possible weighting using t@sENIUS criterion.

Vanishing moments

4.3.1 Definition (Moment). The sequencé/ of momers is a sequence of functionals frafg — (R —
R) — R. If (t — f(t) -tj> € £; (R) then thejth moment of a functioryf is defined by

Mjf=/R(tHf(t)~tj)

4.3.2 Remark.
e The zeroth momentis the ordinary integral. If it is limited to an interval of Iemmlen%of is often
referred to as thdirect current component
e The first moment is the torsional moment if the function is considered as the mass distribution of a
stick. If the function is translated until the torsional moment becomes 2di¢f{ — z) = 0) you

find the centrer of gravity. It can be computed by = %g}c

4.3.3 Definition (Vanishing moments).A vanishing momernis a moment of a function that is zero. A
function f hasm vanishing moments, > 0) if

vje{0,....m—1}  M;f=0

4.3.4 Remark.There are other characterisations for vanishing moments. Here are four alternative charac-
terisations.
1. Scalar product with polynomial functions

The functional)/; computes a scalar product with a power function with exporerithe power

functions for exponents froifito m — 1 are a basis for all polynomials of degree until- 1. Thus

we can state:

The functionf hasm vanishing moments if and only if the scalar producy afith any polynomial

of degree up ton — 1 is zero.
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Figure 4.5: Shifting the factoi - (1,1) from the low-pass to the high-pass let the pair of
generator and wavelet of CDF-3,1 basis turn to that of CDF-2,2, and CDF-1,3. In each step the
smoothness decreases and the number of vanishing moments of the wavelet increases.
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2. Convolution with polynomial functions
The space of polynomial functions up to a certain degree is invariant with respect to translation of
the functions. Therefore if hasm vanishing moments, then each translate of the functibasm
vanishing moments, too. Furtherifis a polynomial function with a degree belawthen not only
(f,p*) =0, but evenf x p = 0.
Converselym distinct translates of a polynomial functigrof degreem — 1, say all neighbouring
integral translates gf, constitute a basis of the space of all polynomial functions of degree below
m. Thus if for a polynomial function of degree — 1 holds f « p = 0 then f hasm vanishing
moments.
Summarised: Lep be a polynomial function of degree — 1. The functionf hasm vanishing
moments if and only iff x p = 0.

3. Zeros of the BURIER symbol
It is possible to characterise the number of vanishing moments by multiplicity of zeros in the fre-

quency domain.
ﬂ?zéf
ff=Ft— —i-t-f(t)
POy =i [ ¢t 1)

Foo) = (-7 [ (e 510)

R

Consequently iffe C™ (R), then f hasm vanishing moments if and only 'y?haSm zeros ab),
i.e.
vie{0,....m—1} F90)=0

This allows for a generalisation: Amth order pole offato can be considered asm vanishing
moments.

4. Derivatives of well behaved functions. R
If fis continuous ird thenw — w™ - f(w) has anmth order zero ab. Thus if f is continuous in
0, f is m times differentiable and, say;j € {0,...,m} fU) € L3 (R) (i.e. f € W5 (R)) then
according to the previous iterfi””) hasm vanishing moments. Consequently thetimes integral
of f has—m vanishing moments.

We will now see that the number of facto%s (1, —1) in the high-pass filter is equal to the number of
vanishing moments in the corresponding wavelet.

4.3.5 Lemma.
Prerequisite. Let ¢ be a function fromZ; (R) with no vanishing moment.
Claim. The function2 - (g * ¢) | 2 hasm vanishing moments if and only if has the factof1, —1)""™.

Proof. Itis easier to perform the proof in the frequency domain.
F(2-(gx9) 12)=(7-9) T2

e (1,—1)"" | gimplies that2 - (g * ) | 2 hasm vanishing moments
Letg = (1,-1)"" xg".

(1, -D)(w)=1— e
Flgr@)w) = F((1,-1)™ + g ) (w)
= (1-e)" T e

That is the PURIER transform ofg % ¢ has a zero of ordem at 0. From the frequency domain
characterisation given above it follows that this function haganishing moments.
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Figure 4.6: Functions with increasing number of vanishing moments: Derivatives of a
GAussian (¢ — e*t'z). The Aussian has zero vanishing moments and each differentiation
adds one vanishing moment. We observe that a higher number of vanishing moments tend to let
a function oscillate.

e 2. (g*¢) | 2hasm vanishing moments implies thét, —1)"" | g
Becauser(0) # 0 the function(g- p) 1 2 can have amith order zero ab only if g has annth order
zero at0. Sinceg is a polynomial annth order zero can only be caused by the convolutional factor
(1,—-1)"".
O

If the analysing wavelet hag vanishing moments then the correlations of the analysing wavelet with
polynomials up to degree, — 1 are zero. Thus these polynomials are represented by the low-pass band
only.

If the discrete input signat of the wavelet transform is not considered as representation for the con-
tinuous functionx * ¢ but as a discrete sequence thervanishing moments guarantee that the low-pass
band coefficients represent the discrete polynomial functions up to degree

We recall that if» andg are complementary filters then all high-pass filters complementadrgém be
represented by the lifting step

All lifted filters constitute an affine space. We will see that the high-pass filtersnwithnishing moments
form an affine subspace of this space.

Becauses can be0 the un-lifted high-pass filtey belongs to this subspace. Thus it must have
vanishing moments. We are now interested in lifting steps that preserve the vanishing momgenits of
the optimisation target we add the convolutionhofvith the up-sampled lifting filtes to g. How are the
vanishing moment factors distributed oveands 1 2? The low-pass filteh must not have any vanishing
moment, otherwisg andh share a common divisor and are not complementary, cf. Cordlar Thus
s T 2 must contain all vanishing moment factors.

But the lifting filter must be in the up-sampled form, that is all odd indexed coefficients must be zero.
If (1,—1) is afactor ofs 1 2then(1,—1)_, thatis(1,1), is afactor of(s 1 2)_. Since(s 12)_ =s1 2,
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also(1,1) isafactor ofs T 2. Thus(1, —1) (1, 1) which equalg1,0,—1) is a factor ofs | 2 and(1,—1)
is a factor ofs. The same applies to powers(df, —1).
To get all high-pass filterg, with m vanishing moments we need an initial high-pass fijftand the
lifting step
gs=g+(s12)%(1,0,—-1)"" %h

and the optimisation problem is modified to

argminHoers*(1,71)*m*<,9—fH )
2

c,s

Figure4.7 shows examples of matching wavelets with vanishing moment constraints.

Uncouple vanishing moments and smoothness

In equation 4.3.1) we have seen that smoothness fact}é)rs(l, 1) of the dual Iow-pasgz are tightly
connected to the vanishing moment fact)zsrsl, —1) of the primal high-pasg, namelym dual smoothness
factors are equivalent t@ primal vanishing moments.

But vanishing moments have a strong influence on the shape of a wavelet. If the wavelet is forced to
havem,, vanishing moments and the pattern has more vanishing moments, jséy s > m,), we have
no problems since then the wavelet can get additional moments by the lifting. Byt & m,, then the
match will not be very good, as the Figuter shows.

It seems that we need a way for decoupling the vanishing moments of the primal wavelet from the
smoothness factors of the dual generator. We see three methods to attack this problem: Preprocess the
pattern before matching, preprocess the input signal before each wavelet transform, modify the transform
itself.

1. Preprocess the pattern in order to increase the number of vanishing moments. Preprocess the input
signal in the same way in order to increase the number of vanishing moments of the contained
patterns. Lef” be a preprocessing which increases the number of vanishing moments byn ¢
Then we have to choose a wavelewith m., vanishing moments and solve

argmin (HC Pt sx (1, -1)" ko — Pf“2)

If we want to preprocess the input only once this global preproced3inmgist have a comparable
effect on each scale, i.e.

VkeZ 3ceR P(f12")=c-Pf12*

Thus discrete differences cannot be used. Differentiation fulfils this property and increases the
number of vanishing moments but it cannot be applied to discrete data. Even more by matching a
differentiated pattern with a wavelet we change the norm used in the optimisation criterion. Dif-
ferentiation amplifies high frequencies thus the optimisation will result in a matched wavelet where
the high frequencies match much better than the low ones. |.e. details or even high frequent noise
are more respected than the overall shape of the pattern.

2. Match the pattern with a wavelet whene, — m vanishing moments are omitted. That is we
choose a complementary filter pair, g) and separate some vanishing moment factors fjpne.
g = (1, 71)*(m¢_mf) * g'. The wavelet)’ corresponding tg’ has onlym vanishing moments.
We use it instead of for the matching.

V' =(g *p) ]2

argmin (Hc s H (1, =1)" % o — fHQ)
c,s
When using the matched wavelet in a DWT the omitted vanishing moments are involved in or-
der to achieve perfect reconstructability. The input signal must be preprocessed for obtain match-
ing qualities. This means that the input must be convolved with an inwersé (1, —1) such
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Figure 4.7: Match of wavelets with patterns with vanishing moments: A clipped ramp function
is matched with a wavelet associated with the quadratic spline generator (CDF-3). The pattern
has one vanishing moment. If the wavelet is constraint with one vanishing moment (left column)
the match is quite good. If too much vanishing moments are forced (right column: 5 vanishing
moments) the match is not satisfying. (Even more in this example the coeffi@éntis rather

small, which is numerically bad for reconstruction.)
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Figure 4.8: Subband coder including a integration pre- and difference post-processing. The
first variant uses explicit integration and differentiation whereas in the second variant matching
integration and vanishing moment factors are cancelled.

as(...,0,0,1,1,1,...)or (...,—1,-1,0,0,0,...). The signal must be preprocessed at each
transformation level within the analysis transform and the signal has to be post-processed on the
synthesis transform. (Figure8)

Instead of the original DWT

Analysis T =V2- (z;*h) |2
Y =V2 (zj%g) |2
Synthesis x;=V2- ((%‘H 12) «h+ (yj+1 1 2) *§>
we compute
Analysis :p; = w¥me—mys) x;
T =V2- (:cS*h) 12
Y1 = V2 (w;.*g) 12
Synthesis ;= V2 ((wm 12)xh+ (yj0 12) *ﬁ) (1, 1))

The integration ofr; and the vanishing moments gfcan be merged. This is just the reduction
from g to ¢’ which yieldsz’; x g = x; * ¢’. We can formulate the transform by

Analysis Tjy1 = V2. (w*(mw_mf) * Xk h) 12
Y1 = V2 (zjxg) | 2

Synthesis  @; = V2 ((wj+1 12) b+ (g0 12) * 5) (1, 1) (o)

The problem is obviously that the signal must be integrated for the low-pass channel which leads
to potentially unlimited signal values. Even more the integration is repeated in each level of the
transform.

3. The problem of the previous approach is that the low-pass band contains the integrated data and
in each transformation level it is integrated, — m, times, again. Can we simply omit the in-
tegration? Certainly not since this would prohibit perfect reconstruction. But we naotice that the
high-pass analysis-synthesis path of the transform discussed in the previous item is quite that of
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— o

Figure 4.9: A double density subband coder which defers some vanishing moment factors
from the analysis high-pass to the synthesis part. It allows to match patterns with few vanishing
moments while the connected generator function has more smoothness factors.

the original DWT, only the convolution with some vanishing moment factors is deferred to the syn-
thesis. We can achieve the same effect by modifying the DWT such that the application of the
vanishing moment factors is deferred to the synthesis. Since the down-sampling is applied after the
analysis convolution it must be deferred, too. This results in a synthesis step where all odd-indexed
signal values are cleared. (Figute)

Analysis  xjy1 = V2 (z;*h) ]2

Yjit+1 = 2'33j*9/

Synthesis T, =V2- ((ij 12) «h+ ((yj+1 * (1, 71)*(”%*”1”) 127 2) @)

The optimisation problem for matching the wavelet is the same as in the previous item.

The last of the three suggestions is certainly most promising. It is known to the literature by the term
double-density DWTSel0]. Let us elaborate on it.

4.3.3 Double density transform

The transform differs from the critically sampled DWT in the point that the down-sampling is omitted in
the analysis high-pass path, i.e. in the path which is not cascaded. That is why the amount of data of the
wavelet transform (only) doubles. The wavelet basis turns into a wavelet frame. Although we chose the
discrete wavelet transform in order to avoid redundancy the slight redundancy we get by our modification
leads to a slightly more shift-invariant transform.

According to the multichannel transform presented in Secli@5we can create polyphase matri-

ces for the analysis and the synthesis transform. The analysis transform can be described by the matrix
convolution

Ljit1 hJQ h<—1J2 .’13]2
hal2 |=ve| g1z g1z ®< )
Yy — 112 g —112 42 !
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The polyphase matrix for the synthesis needs some prior reflection.

V= (1’ _1)*(m¢—an)

%'%‘J s ((%‘H 12)%h+ ((yj+1 *v) | 2T2) *E) 12
=z x(h]2)+ ((yj+1 *v) | 2) x(g12) | Lemma2.2.3

=21 (01 2)+ (@51 [ 24012+ (0~ 11D —112))+G12)

xj—1]2=x g% (h—1]2)+

Sl

(e 125 @1+ (g = 112) (0 112)) +(G—112)

_ 7 = = Lj+1
( wJJ22>:\/§.< he vexge vo x ge )@ Yjp1 |2

mj_’lj Eo—>l vexgo—1 woxgo—1 y'+1—>1j2
J

Itis left as an exercise for the reader to check whether the dual polyphase matrix is a left inverse of the
primal polyphase matrix (multiply and check for identity matrix). :-)

After having discussed the discrete aspect of the modified transform we want to find out what it means
for the continuous interpretation of the transform. A critically sampled transformvolevels is equal to
computing the scalar products of the signal with the primal wavelet and generator functions from the set

{(g" = k)12 : keZ}U{(¢*—>k)T2j : keZAje{L...,n}},

which forms a basis (compare with Theor@n2.39. In contrast to that the modified transform computes
scalar products with respect to the frame

{((,9*—>k’)T2” : kEZ}U{(L/J*—Mﬂ)TQJ : ke;-Z/\jE{l,...,n}}

That is the lattice of the wavelets is twice as narrow as in the critically sampled transform.
Itis a bit more difficult to derive what happens on the dual basis. Let us repeat that the continuous recon-

struction of the original DWT at scalgis computed b)(yj T2%g* (5) 1291 or shortly (yj * q/7> 127
. We obtain the dual basis functions by choosing unit vectorg/fon.e. wavelet representations where
only one coefficient is one while all others are zero. This yields the dual basis

{(F—k)12m: keZ}U{(zZ—»k)T? : keZAje{L...,n}}
For the modified DWT the continuous reconstruction is computed by
((yj #(1,-1) ) 21 24 G &) (R
or shortly
((yj # (1, 1) o) | 2*&) 12
that is the dual frame is
{g—=k) 12" : keZ}

U{((l,—l)*(mw_mf)ﬂk] 2*75) 190 keZ/\je{l,...,n}}
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Because of the translation inside the down-sampling we obtain two kinds of wavelets. In one wavelet
the even indexed coefficients of the power of the vanishing moment mask are included, in the other one the
odd indexed coefficients are. This leads to the frame representation

{(g—k)y12" : keZ}

U{((l,—l)*(mwmf)j 2*1/7—>k) 197 . keZ/\je{l,...,n}}

U{(((1,_1)*("W—"”f> - 1) [ 2*1/7—>k) 12 - keZnje {1,...,n}}

Figure4.10shows these functions for wavelets matchingdiwe function for different orders of smooth-
ness.

Let us recapitulate how we arrived here. We started with the discrete wavelet transform, introduced
tools to create wavelets matching patterns while satisfying the requirements of the transform. Now we
end up with a modified transform. Are the requirements still the same? They are certainly sufficient but
do we have more degrees of freedom now? Should we switch to a lifting scheme which is adapted to the
non-square polyphase matrix? These are still open questions.

4.3.4 Conclusion

In this chapter we complemented the matching algorithm from Cha&pteith smoothness constraints

for both primal and dual wavelets. We have seen that the smoothness of a refinable function depends on
the number of smoothness factors in the refinement mask and the roughness of the refinable function (or
distribution) associated with the remaining mask. The roughness corresponds to the spectral radius of the
transition matrix. This in turn can be efficiently estimated by various matrix norms and the sum of powers
of the transition eigenvalues. Using these estimates we can setup a regularised optimisation problem which
can be solved by some numerical minimiser. We found that the roughness is bounded to below depending
on the refinement mask size.

In contrast to the reduction of the spectral radius of the transition matrix, adding smoothness factors to
the refinement mask has the stronger effect. But it also increases the number of vanishing moments which
is bad for matching patterns with a small number of vanishing moments. A double density transform
is a possible way to decouple smoothness factors and vanishing moments at the expense of a redundant
transform.
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Figure 4.10: Match theinc function with a CDF4, m wavelet. Thesinc function has no van-
ishing moment, so the wavelet has none, too. The CDF label denotes the number of smoothness
factors of the respecting generator.



122 CHAPTER 4. SMOOTHNESS OF MATCHED WAVELETS



Chapter 5

Application of matched wavelets

In this chapter we want to give an overview over an implementation of the methods derived in Chapter
and Chapted. Furthermore we will perform some tests based on real world data.

5.1 Software library in Modula-3

All methods we developed in this work are implemented in a Modula-3 library. Modula-3 is a successor
of Modula-2 and Pascal and somehow a sibling of Obef@@][ It was chosen because — as the name
suggests — it allows clean and safe modularisation, it is very expressive due to exceptions and a sophisticated
range of types, it is very safe because of static type checking and a garbage collector, but it is still a
system programming language and allows efficient machine oriented programming. The library can be
downloaded from the author’'s homepdg://research.henning-thielemann.de/

We give an overview over the modules of the library according to the used directory structure Almost
all modules are generic modules which can be instantiated for different numeric types such as floating point
numbers of various precisions and complex numbers.

e signal

— Signal
Implementation of a discrete signal frofp (Z), a signal consists of an array containing the
sampled data and the index, the leading element of the array is associated with, i.e. in terms of
Definition 3.1.5the minimal element of the domain

— SignalFmtLex

Conversion between a discrete signal and its text representation
— ScaledSignal

A discrete signal with a sample rate, i.e. a sequence fipfa- Z) with c € R
— Convolution

The convolution of discrete signals, implemented both naively and using theFFT [
e wavelet
— continuous
x transform

- ContinuousWaveletTransform
Data type for the result of the discretised continuous wavelet transform (see S2tihn
- ContinuousWaveletAnalysis
Compute wavelet coefficients for a signal
- ContinuousWaveletSynthesis
Restore signal from wavelet coefficients, the reconstruction will not be perfect even in the
absence of rounding errors

— discrete
* basis

123
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- FilterBank

Conversion between filter banks in the presence of down-sampling and polyphase filter
banks

- DyadicFilterBank

Conversion between primal and dual filters, low-pass and high-pass, both for biorthogonal
and orthogonal filter banks

- BSplineWavelet

Generate filter banks for the biorthogonal CDF family

- DaubechiesWavelet

Generate filter banks for the orthogonadUBECHIES family

- WaveletPlot

Plot wavelet functions associated with a filter babhk()5]

+ refinable

- RefinableFunction

Generation of transition matrices, the cascade algorithm

- RefinableSmooth

Estimates of the smoothness of a refinable function

* transform

- DiscreteWaveletTransform

Discrete wavelet analysis and synthesis for any number of channels

- DyadicDiscreteWaveletTransform

The classic discrete wavelet transform for two channels, including translation invariant
versions, see Sectidh2.3and Sectior2.2.2

- DWTPIot

Plot wavelet coefficients of multiple levelsF05]

* match

- WaveletMatch

Match a wavelet with a pattern without smoothness constraints, construction of matri-
ces for normal equations, use of LAPACK for solving the simultaneous linear equations
[ABB 199

- WaveletMatchBasis

Basis type for matching with smoothness constraints

- WaveletMatchGradientLift

Compute the derivatives of both parts of the target functional (namelg4R) distance
of pattern and wavelet, and the smoothness penalty term) with respect to the lifting filter

- WaveletMatchGradient

Put together derivatives of both parts of the target functional to a total derivative. A
coefficient fori) can be computed but it can also be fixed to a value by the caller.

- WaveletMatchSmooth

The main matching procedure supporting vanishing moment and smoothness constraints,
visualisation of the optimisation procedure

Let us now go into details of the implementation of the regularised optimisation. The simple optimisa-

tion problem

argmin|[c - 4+ s* ¢ — f|l5

c,s

is solved inWaveletMatch  with LAPACK’s GELSroutine. This can either be done in the direct way
or using the optimised construction of the normal equations from Se8ti®@d An optimal solution
respecting smoothness constraints, i.e.

argmin (Hc-w' +s* (1, =1 xp— fH; + A 0(073))

c,s
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Figure 5.1: Superconducting quantum interference device: The device for measuring fetal
magneto-encephalograms (fMEG) and the geometry of the array of 151 sensors.
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Figure 5.2: A signal measured by one of the sensors. It is a superposition of mMMCG, fMCG,
fMEG, uterine smooth muscle signal and noise

is approximated iteratively with BwTON's method in the modulgvaveletMatchSmooth . That is, we
search fors andc where the gradient of the functional is zero (or at least small). The parametatrols

the regularisation. I\ = 0 we fall back to a linear least squares problem where one iteration step solves
the equation exactly. Ik # 0 then the iteration becomes useful. Unfortunately the computatiefio)
contains a division by which causes instabilities. Therefore the regularisation parameagemcreased
successively, where for eaghsome NewTON iterations are performed. The algorithm starts with- 0

(or close to zero) which let the wavelet match optimally but ignores smoothnessAThércreased to the
wanted value. Too large values fdlead to heavy numerical difficulties.

5.2 Analysis of SQUID data

Now we want to test our method with real world data. It is difficult to find a problem our method can
be applied to without major modifications. Natural data usually does not have a strict dyadic multi-scale
structure that the discrete wavelet transform requires. However we will use a pattern cancellation problem
in order to demonstrate the steps of the application of our method, the difficulties and the perspectives.

Our cooperation partner BBERT PREISSL from the Universiat Tubingen deals with prenatal diag-
nostics VRM04]. He makes use of auperconducting quantum interference de\(isleort SQUID, see
Figure5.1) which is able to detect biological activities of the fetus. This device has 151 sensors, each
recording a signal at 250 Hz.

A signal of each sensor as in Figuseis a superposition of

¢ the fetal magneto-encephalogram (fMEG),

¢ the fetal magneto-cardiogram (fMCG),

¢ the maternal magneto-cardiogram (MMCG),
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¢ the uterine smooth muscle signal (magneto-myogram),

e motion artifacts, and noise.

The magneto-cardiograms are quite periodic signals with rather constant wave shapes. However the periods
of both components differ. The uterine smooth muscle has a low frequency (at most 5 Hz). We are
interested in the signal of the uterine smooth muscle signal and the fetal magneto-encephalogram, both are
dominated by the magneto-cardiograms.

The uterine smooth muscle signal can be separated easily by a low-pass. We subtract that signal from
the composite signal. In other words we apply a high-pass.

We can now try to remove the magneto-cardiograms by identifying their waveforms, match a wavelet
with them, transform the signal with respect to the matched wavelet, clear the coefficients associated with
the occurrences of heart beats and transform the signal back.

In [VRMT04] the data of all channels is used to filter out the magneto-cardiograms. Of course this
leads to more reliable results but for simplicity we want to cope only with single signals here.

To be able to match the wavelet we need a prototype pattern. But our data contains two cardiograms and
noise. We could try to match the wavelet to many appearances of the maternal heart beat. It is reasonable
to match a wavelet with an average of multiple waves because this leads to the same result like matching
simultaneously with several patterns. We can verify this by comparing the zeros of the derivatives of a
general linear least squares problem. Hestands for the lifting parameters, for the ith occurrence of
the pattern, andl for the matrix of the operator mapping lifting parameters to lifted wavelets.

D{z—> A-z—bly]| =a—> 2 A" (A-z—b)

=1 i=1

=r—2-A". n~A~x—Zbi
i=1

. 1 n
=z—n-2-A". A~z—;~§bi

2

1 n
=n-D|lz— ||A -x n.;bl
2

The next step is to retrieve several patterns from a signarhis is done by tracking the period of
the cardiogram. An initial value of the period is retrieved from the autocorrelatiomn™ of a clip at the
beginning of the signal. We choose the position of the first peak @#sithe initial period. Then for each
peak we look aheatisamples and search for the maximum value in an environment of this position. This
is considered as the next peak and the period is adapted accordingly. This procedure works quite well for
many signals. It could even be improved using more advanced methods which are krpiteh detection
andpitch trackingin the area of audio signal processiap[02].

All found instances of waves can now simply be averaged. This leads to very smooth noise-free shapes
as shown in Figuré.4. This raises the question whether the signal can be de-noised by permanent averag-
ing. Indeed there is such a method caldednb filter The name is due to the comb structure of its transfer
function. [£0l02] It is a recursive filter and thus it is computed by a recursion formula which is equivalent
to a power series division. if is the input signal ang the comb filtered signal with a delay b&nd a gain
of c then it holds

y=1—-¢c)-x+c-y—t
y—cy—t=0_1-c¢) -z
y=1—-c¢c)-xz#(d—c-d—1)
or written element-wise
viez b= (=) ey
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Figure 5.3: SQUID signal: mMCG cancelled with comb filter

The gain should be from the intervdl, 1). If it is close tol then the smoothing effect dominates but the
filter can react only slowly to changes in the shape.

A modulated comb filter can additionally handle varying periods. Instead of a fixed talayuse
a sequence of the current periods which must be interpolated from the period information we collected
at the pitch tracking stage. If two subsequent maxima afeaaid & then it should be;, = k£ — j. The
modulated comb filter is computed by

VjeZ yj:(l—c)-xj—i—c-yjftth
To reduce resampling noise we interpolate the feedback data. Linear interpolation leads to
convexcomb (a,b,\) = (1 —=X)-a+A-b
VjeZ yj=(1-c) zj+c-convexcomb (yj_Lth,yj_Lth_l,tj — L@J)

The modulated comb filter results in a cleaned cardiogram which can be subtracted from the composite
signal. The result can be seen in Figir& The comb filter needs some time to adapt to the signal.
Therefore we show the result after 10 seconds. Luckily, the mMCG peaks have quite a constant shape so
the method works well. It can even discover small peaks superposed by large peaks. This can be checked
when assuming that both cardiograms are almost periodic. Indeed what remains after cancellation of the
mMCG is the magneto-cardiogram of the fetus (fMCG), the fetal magneto-encephalogram (if present) and
noise. With the same technique the remaining signal could be freed from the fMCG. We assume that the
results would be even better if all channels of the SQUID are processed.

We will continue with trying to achieve the same with a wavelet transform. The question arises whether
a matched wavelet performs better than a standard wavelet. So there is certainly more to explore but for
now we want to content with treating problems and chances of matched wavelets. We match the averaged
cardiogram wave with a wavelet complementary to a cubic B-Spline as generator. (=ig)uirkis ensures
a smooth wavelet. The shape of the wave consists of a steep part at the beginning and a flat peak at the
end. The steep part forces us to match a wavelet at a small scale. In our example we have only one level
of refinement. According to the counting in Secti®2.2we will call that scale number 2. The flat peak
at the right forces us to reserve 20 coefficients for the lifting filter. This is an unfortunate situation because
the main advantage of the DWT is its speed. Long filters undermine that.

If we do not defer vanishing moments (see Sectldh? the transform can be executed and inverted
but the wavelet coefficients grow considerably on every level. Small modifications like clearing single
coefficients destroy the signal on reconstruction. The reduction of the spectral radius of the transition
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Figure 5.4: Matched wavelet with maternal cardiogram: The continuous line is the averaged
waveform from the SQUID data. The dashed line is a wavelet matched with respect to the CDF-
4,8 basis where 6 vanishing moments are deferred. That is, the wavelet has 2 vanishing moments
but the opposite generator has 8 smoothness factors. So this is litenadithar wavelet

matrix cannot remedy that problem. That is, we must apply our modified transform and we must match the
wavelet with the optimisation algorithm that is adapted accordingly.

We have two alternatives: We can use the pattern matched wavelet for analysis or synthesis. In the
first case we expect peaks at every position of a wave of the maternal magneto-cardiogram. That is, we
should be able to detect these peaks. But the waves of the mMCG are so dominant that we do not need
a transformation at all in order to detect them. In the second case the pattern matched wavelet occurs in
the reconstructed signal — or not if the corresponding coefficient is cancelled. This variant seems to be the
appropriate for our application.

In a first test we want to check the quality of pattern detection of our method. To this end we transform
the extracted peak that was already used for matching. We execute the transform by simple convolution,
storing all non-zero values, i.e. we do not clip the wavelet coefficients sequences to the length of the
input signal. This is the easiest way to assert perfect reconstruction. This method means essentially zero
padding. It implies that we should ignore coefficients close to the start and the end of the coefficient
sequences because these coefficients depend on the padded zeros rather than measured data.

The low-pass filters are normalised to andtipean norm ofy/2. With this normalisation all gener-
ators have the samg, (R) norm which is then true for the wavelets, too. Only with this normalisation
wavelet coefficients of different scales can be compared.

According to the labelling introduced in Secti@r?.2we denote the input signal withy, the generator
coefficients sequence of the largest scale and the wavelet coefficients sequences withwhere; €
{1,...,n}. Because we matched the pattern in scale 2 at position 0 we expect that the wavelet transform
has an exceptionally big coefficiens.

In Figure 5.5 we have decomposed our peak prototype into five levels using correlation with the
matched wavelet. This corresponds to the first case. Since the transform is based on convolution rather
than correlation we have to flip all filters before the transformation. We observe that the segyesce
quite symmetric. The reason is that apart from down-sampling this signal is a convolution of the pattern
and the flipped matched wavelet, so almost an autocorrelation function. Indeed the coefficient at position 0
on scale 2 is significantly larger than others of that scale. It is also the overall largest wavelet coefficient
but not so significant. On the one hand this will make the detection of the particular scale of a pattern
more difficult. On the other hand it weakens the influence of the strict dyadic scale graduation. For our
application the scale dependence is only important in so far as we want to detect the pattern at a specific
scale and nowhere else. Further tests show that the detection is also robust with respect to translations of
the signal.
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Figure 5.5: Single peak: Discrete wavelet analysis with matched wavelet and deferred vanishing
moments. Only wavelet coefficients are shown. The coefficients are plot with respect to a dyadic
grid. The geometry would be better reflected if the positions are interleaved but this makes
reading abscissa values more complicateglis the analysed signal. The transform is based on
simple convolutions without clipping, i.e. we apply zero padding. Clipping is omitted for the
sake of perfect reconstruction.
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In Figure5.6we have decomposed our peak pattern with the discrete wavelet analysis including clearing
of odd indexed coefficients and subsequent application of the vanishing moments. This data can be re-
synthesised with the matched wavelet, that is, each wavelet coefficient is mapped to the approximated
pattern. The effect of filtering with the vanishing moment mask is obvious: Oscillations as fast as the
sampling allows. The wavelet coefficient at position 0 on scale 2 is no longer the largest. At least the
largest coefficients are concentrated around position 0 on each scale.

The roughness of the wavelet coefficients sequences raises the question how sensitive the transform is
with respect to translations. For the test of shift sensitivity we transform the peak shifted by one to the
right. If the signal is shifted by multiples of 2 then scale 2 is shifted by the half distance. This implies
that only odd translations make essential differences. In Figrhe transform is depicted. The shift has
visible influence on the result. However the (weak) concentration of coefficients in time remains.

The next task we want to tackle is the transform of a real SQUID signal. FE8rand Figure5.9
show the results. For cancellation of the mMCG signal it should suffice to transform until scale 2 because
we would not touch higher scales. Nonetheless we observe that the wavelet coefficients do not contain low
frequent components. This is of course because the wavelet coefficients are results of high-pass filtering.
We can consider the low-pass bamg as an approximation to the uterine muscle signal. The question
remains whether that signal could be better extracted and cancelled by a simple (shift insensitive) low-pass
filter.

When correlating the signal with the matched wavelet (FiguB we clearly see the occurrence of
each peak of the mMCG at the scales from 1 to 3. But as already said, the detection of the pattern is not
the problem here since we can find it even without any transformation. In contrast to this plot in3=@ure
there is no consistent correspondence between the pattern in the data and significant coefficients in scale 2.
This correspondence is better in scale 3 but stillinhomogeneous.

The next question is: How to process the wavelet coefficients in order to extract or cancel the mMCG?
Our method would work perfectly if, represents the mMCG. This should apply at least to the transform
which uses the matched wavelet for the reconstruction. Figd@and Figures.11show what each level of
the transform represents. These signals are obtained when all but one levels are cleared and the remaining
coefficients are transformed back to the spatial domain. We clearly see that our hope does not come true.

The problems are certainly also due to the redundancy of the transform. Redundancy means that even
if it is possible to represent the mMCG only with, there is no need to do so. It is also possible to
represent the mMCG with other coefficients. We do not know how to force the transform to usg,only
for representing the mMCG.

If our assumptions about the result of the transform were true we could simplygjearorder to
eliminate the mMCG. But now we can only apply some heuristics. For de-noising thresholding algorithms
are quite popular. These algorithms apply@JrIER transform or a wavelet transform. It is assumed that
noise is present in all coefficients homogeneously but weak whereas important information is contained in
large coefficients. Because of this all coefficients are modified by a shrinkage function with respect to a
shrinking parametek. Popular instances asaft shrinkagendhard shrinkage But interim types are also
possible. [or05 We want to continue with the soft shrinkage. Roughly spoken the absolute value of each
coefficientc is reduced by\ and coefficients with an absolute value smaller thasnish.

c—A :c> A
Sx(c) =<0 de <A
c+A <=\

In our application the significant coefficients shall be caused by the pattern to be removed. Ideally, with
soft shrinkage we could extract the mMCG which can then be eliminated by subtraction. We obtain

¢ — Sx(c) = min {\, max {-\,c}}
A e> A
=<¢c el <A
—A re<=A
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Figure 5.6: Single peak: Discrete wavelet analysis with prefetched vanishing moments. The
corresponding synthesis invokes the matched wavelet. Only wavelet coefficients are shown.
is the analysed signal.
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Figure 5.7: Single shifted peak: Discrete wavelet analysis with prefetched vanishing moments.
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Figure 5.9: SQUID signal: Discrete wavelet analysis with prefetched vanishing moments. The
corresponding synthesis invokes the matched wavelet. Only wavelet coefficients are shown.
is the analysed signal.



5.2. ANALYSIS OF SQUID DATA 135

Zo

Yo

Ys

Yy

Ts

10 11 12 13 14

10 11 12 13 14

10 11 12 13 14

WO; T { T T T T { T T T T { T T T T { T T T T { 3
0.5F =
0.0F =
~0.5F =

10 11 12 13 14

= 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1 l 1 =

10 11 12 13 14

COO0O000
OPNON P
T
i

Figure 5.10: SQUID signal: Discrete wavelet analysis with matched wavelet and deferred van-
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Figure 5.11: SQUID signal: Discrete wavelet analysis with prefetched vanishing moments. The
corresponding synthesis invokes the matched wavelet. The signal components at each scale are
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Figure 5.12: SQUID signal: cancelled pattern. The first signal is the original signal, again. For
comparison the second plot is the result from the comb filter cancellation, again. The third plot
is the result from the transform using correlation with the matched wavelet. The fourth plot was
created by reconstruction with a matched wavelet.

That is, we clip all values to the range \, )\].

We will close this section with an exemplary application of the shrinkage algorithm. Because the lack
of a good strategy we clip all coefficients to a tenth of the quadratic mean. This way we stay independent
from the energy of each level. The result can be seen in Figutz

5.3 Condition monitoring on linear guideways

In [P05] PRUNTE employs the wavelet transform with matched wavelets for the supervision of linear
guideways. Machinery must be monitored in order to detect defects early. Defects can be abrasion of
guideways or of balls in ball bearings, impurities inside of a carriage, blocking of the balls, sealing wears,
and local defects (pittings) of guideways. Sensor data shall be processed in order to encounter defects.
Ideally it is possible to classify the defects.

The cited paper analyses data from an encapsulated piezo-ultrasonic microphone in order to discover
pittings in a guideway. Depending on the speed of the machine the acoustic response of the pitting is dilated.
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Because of this the wavelet transform is an appropriate tool for this task. Former work on this topic was
based on the continuous wavelet transform with promising results. Defects were detected by looking for
wavelet coefficients that are above a certain threshold. With a discrete wavelet transform with respect to
matched wavelets the threshold method remains the same. The gain is of course the acceleration of the
computation. In order to reduce dependencies on the dyadic grid of scales and positions multiple wavelet
transforms are performed with respect to wavelets that are matched to slightly rescaled and translated
patterns. This can be considered as a generalisatiphasfelets

Since the task is the plain detection of patterns no smoothness constraints for the reconstruction are
necessary. This simplifies the application but raises the question why there must be a perfect reconstruction
filter bank if no reconstruction takes place. Indeed the constraint of perfect reconstruction is justified by
the property that a perfect reconstruction transform keeps all information of the input data and nothing is
lost.

5.4 Summary and outlook

The experiences from the applications presented here are the following: Matching discrete wavelets with
patterns by lifting has proven to work. In order to be numerically stable the discrete wavelet transform must
be modified. This causes a double amount of transformed data. On the one hand this is not so bad because
of a reduced sensitivity to translations of the signal. On the other hand redundancy makes it difficult to
clearly extract or cancel certain signal components. The sensitivity to dyadic scales is less than expected
initially.

A real world application where the method works well (or even where it is superior to traditional
approaches) is still missing. Because the matching problem can be solved analytically it is possible to match
a wavelet with an analytic function. That is, mathematically motivated patterns are also good candidates for
matching and maybe there are such patterns and related problems where our method can prove its strengths.

Another way out is to modify the optimisation target. Instead of simply matching a wavelet with
a pattern we can try to solve a problem like: “Each dilated and translated version of the pattern shall
induce significant wavelet coefficients only in a specific concentrated area.” This is obviously much more
complicated.

We have seen that the coupling of vanishing moments of the primal wavelet and the smoothness of the
dual generator is an unfortunate connection. Our modified transform cannot suppress vanishing moments
and the oscillations they cause. It can only shift them to where their effect is not so serious. Future
efforts may concentrate on some of the generalisations listed in Sécfidhsuch as multi-channel or
multi-wavelet transforms where no coupling between vanishing moments and smoothness exists.
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APPENDIX A. MISCELLANEOUS

A.1 Tools

Both for the research and the preparation of this document a lot of tools was used. Their authors put much
effort into them, but they gave away the tools free of charge with full documentation and with open source
code. They shall be appreciated here. Without them this document would not be possible, at least it would
have made less fun.

IATEX
TeX is the well-known type-setting system bydRALD E. KNUTH. IATEX by LESLIE LAMPORT is

build on X and provides commands for structuring documeBi®TeX was used for creating a
references list from the citations in the document and a literature data baskHEeantools

package was used because ofli&EEeqgnarray* environment with flexible column definitions

and specific placement of equation labels wWifleslabel . In contrast to WYSIWYG systems the

TpX based type-setting allows programming and more abstraction, that is a better separation between
layout and intention.

MetaPost

MetaPost is a programming language for graphics. It is similaMetaFont which is the font
generation part of thegk system. It certainly suffers from the problem that programming requires
more effort at the first time but simplifies repetitive tasks as well as later modification and corrections.
Haskell [PJ9g

Haskell is a functional programming language, that is, everything must be expressed in terms of
functions. This means that all input and output of a piece of an algorithm is explicit. Haskell has
non-strict semantics which allow for potentially infinite data structures. The syntax is close to math-
ematical notation but prefers strictness and unambiguity to conciseness. That is, it can also help
understanding mathematical notation. Haskell supports higher order functions and is thus close to
ideas of functional analysis. Th@uickCheck package was used to verify some of the statements

of this work with random input. BotlGHC the Glasgow Haskell Compiler, and the Haskell inter-
preterHugs were used.

Ihs2TeX

This is a BX preprocessor which was originally developed in order to typeset Haskell programs in an
appealing way. In this work it was used for inserting generated graphics and typesetting Haskell ex-
pressions in mathematical formulas. That is, some of the formulas in the document can be evaluated
in a Haskell environment.

functional MetaPost

This package is a Haskell wrapperNtetaPost . That is, graphics can be programmed in Haskell
without directly addressindyletaPost . All flowcharts in this document are generated with this
tool.

GNUPIot

GNUPIot is a popular plotting program. It can be invoked by a Haskell wrapper which allows
programming of plots like those of refinable functions.

Modula-3 [DQ]

Modula-3 is a safe strongly typed systems programming language. Itis a joint development of Dig-
ital Equipment Corporation and Olivetti. The Polytechnique Montreal Distributiodadula-3

is based on DEC SR®lodula-3 release 3.6 with enhancements bglis DUBEAU, JEROME

CoLLIN and MicHEL DAGENAIS. The Critical MassViodula-3 compiler is another further devel-
opment of the SRC compiler. The numerical analysis libraBna was used as a starting point for
advanced mathematical operations.

PLPIot [LFO5|

This is a plotting library with a binary interface which can be used fMadula-3 .

FFTW [FJ

The “Fastest BURIER Transform in the West” is a library which performs several tests to achieve
optimal performance an any machine. It provides algorithms with run-time proportionalltg n

for data sets of any size not only powers of 2. It can be called froxtodula-3 .

LAPACK [ABB 199

Is the standard package for doing numerical linear algebra. We invoke it\Wiodula-3 .
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e SWIG
The “Simplified Wrapper and Interface Generator” assists with generating wrappers to C and C++
libraries. It was used to generate wrappers fidodula-3 to PLPlot and FFTW.

e CVS
The “Concurrent Version System” manage several versions of files. Additionally it allows developers
to merge changes that were made independently to the same file.

e Darcs
“David’s Advanced Revision Control System” is also a version management system. It is written in
Haskell. It manages patches which can be shared between several developers. A central repository
like for CVS is not necessary. With some restrictions the order of patches can be changed. It allows
renaming of files, directories and tokens.

e Integer sequence lookuglp03
This is a WWW site developed and maintained bgiNJ. A. SLOANE which looks for (well-
studied) integer sequences that contain a given subsequence. This way you find an assumption that
is worth a trial of a proof. It let you easily enter into areas of mathematics you have never cared of.

e Inverse symbolic calculator, non.BUFFE's inverter [Plo0q
This is a WWW project, too. The inverse symbolic calculator finds expressions containing standard
algebraic and transcendent functions which approximate a given fraction. This is an invaluable tool
for finding assumptions about the structure of an expression for a value that was found numerically.
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